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ABSTRACT

Fraud Detection in Financial Businesses Using Data Mining Approaches

Anissa Nour Moudarres

The purpose of this research is to apply four methods on two data sets, a Synthetic

dataset and a Real-World dataset, and compare the results to each other with the

intention of arriving at methods to prevent fraud. Methods used include Logistic Re-

gression, Isolation Forest, Ensemble Method and Generative Adversarial Networks.

Results show that all four models achieve accuracies between 91% and 99% except

Isolation Forest gave 69% accuracy for the Synthetic dataset.

The four models detect fraud well when built on a training set and tested with

a test set. Logistic Regression achieves good results with less computational efforts.

Isolation Forest achieve lower results accuracies when the data is sparse and not pre-

processed correctly. Ensemble Models achieve the highest accuracy for both datasets.

GAN achieves good results but overfits if a big number of epochs was used. Future

work could incorporate other classifiers.

Keywords: Outliers, Isolation forest, Ensemble Method, Logistic Regression, SHAR-

CNET, Compute Canada, GAN, Machine Learning, Feature Selection, Data Mining.
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Chapter 1

Introduction

1.1 What Is Fraud Detection

Fraud has been known since the beginning of mankind. With the introduction of new

technologies, additional ways in which criminals may commit fraud are also intro-

duced.

Fraud can cause billions of dollars of loss every year via fraudulent credit card

transactions as the use of credit cards is prevalent in modern day society. For instance,

in e-commerce the information about the card is sufficient to perpetrate a fraud [19].

Fraud affects banks, merchants and individuals through financial and non-financial

losses. For example, if a cardholder is a victim of fraud through a certain company,

he/she may no longer trust that company and end up choosing another company in

which to do business.
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Common ways to avoid fraud can be grouped into two categories: Fraud Pre-

vention and Fraud Detection. In Fraud Prevention, technologies such as Address

Verification Systems are used which, for example, verify addresses with zip codes.

Similar approaches can be used for verifying a person through a Personal Identifi-

cation Number. On the other hand, Fraud Detection is, given a set of credit card

transactions, the process of identifying if a new authorized transaction belongs to the

class of fraudulent or genuine transactions [47]. A Fraud Detection System (FDS)

should not only detect fraud cases efficiently, but also be cost-effective in the sense

that the cost invested in transaction screening should not be higher than the loss due

to frauds [58].

Studies shows that screening only 2% of transactions can result in reducing fraud

losses accounting for 1% of the total value of transactions. However, a review of 30%

of transactions could reduce fraud losses drastically to 0.06% but increase the costs

exorbitantly [9].

One solution to minimizing costs of detection is to use expert rules and statistical

based models (e.g. Machine Learning), which can make a first scan for genuine and

potential fraud then ask the investigators to review only the cases with high risk [9].

Financial fraud detection comes in a variety of styles:

• Stolen card fraud: In this case, the fraudster tries to use the card as much and

as fast as he/she can. In detecting this case, we look for an unexpectedly high

usage pattern of the credit card [58].
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• Absent card fraud: In this case, the fraudster does not need the card itself,

only information about a credit card. This kind of fraud usually occurs in

e-business [58].

• Application fraud: This is where the fraudster uses a false personal information

on a credit application. This kind of fraud is rare since most applications check

personal information before allocating a card to an applicant [58].

1.2 How Fraud Affects Businesses

Since more and more people tend to use credit cards and e-transfer, instances of fraud

are increasing and becoming more sophisticated. As a result, measuring the impact

of fraud on businesses is more difficult.

The Association for Payment Clearing Services (APACS) has estimated that

total losses through credit card fraud in the United Kingdom has grown rapidly from

£122 million in 1997 to £440.3 million in 2010 [12]. According to the Nilson Re-

port [6], global credit, debit, and prepaid card fraud losses reached $11.27 billion in

2012, up 14.6% over 2011. Gross fraud losses accounted for 5.22% of total volume, up

from 5.07% in 2011. In 2012, fraud losses reached $5.33 billion in the USA alone [2].

According to the Lexis Nexis [28], in 2014 fraudulent card transactions worldwide

have reached around $11 billion a year, with the USA accounting for about half of

that.

The European Central Bank [64] reports that in 2012,e1 in every e2635 spent
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on credit and debit cards issued within SEPA (the European Union, Iceland, Liecht-

enstein, Monaco, Norway and Switzerland) was lost to fraud. The total value of fraud

was estimated reaching e1.33 billion in 2012, registering an increase of 14.8% com-

pared with 2011. In particular, 60% of fraudulent cases came from card-not-present

(CNP) payments (i.e. payments via post, telephone or the internet), 23% from point

of sale (POS) terminals and 17% from ATMs.

The introduction of the EMV security standard (chip on cards) has reduced

fraud share (from 0.048% in 2008 to 0.038% in 2012) on the total number of transac-

tions. However, from 2011 to 2012, CNP frauds have increased by 21%, following the

growing of CNP payments, which rose by around 15% to 20% a year between 2008

and 2012 while other transactions rose by 4%.

The ECB report also shows that credit cards are more affected by fraud than

debit cards, estimating that for every e1000 we have e1 of loss due to fraud in credit

cards compared to e1 for every e5400 in debit card. Another interesting fact is that

CNP fraud is usually more frequent in mature card markets where there is an absence

of significant growth or a lack of innovation, whereas POS fraud is more common in

less developed markets that have not reached a state of equilibrium [64]. The 2015

CyberSource report [69] shows that businesses are reluctant to adopt the 3-D Secure

methods (online authentications based on a three-domain model: acquirer, issuer and

interoperability), because it may lessen customer experience and increase the risk of

customers abandoning their purchases.
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1.3 Fraud Detection and Machine Learning

Most organizations still use rule based systems as their primary tool to detect fraud.

Rules can do an excellent job of uncovering known patterns, but rules alone are

not very effective at uncovering unknown schemes, adapting to new fraud patterns,

or handling fraudsters increasingly sophisticated techniques. This is where Machine

Learning can be useful for fraud detection [47]. There is no single Machine Learning

algorithm or method that works the best for fraud detection. Getting the best results

depend on applying multiple Machine Learning algorithms. Studies have shown that

combining a variety of supervised and unsupervised methods can be more effective

than any single method alone [47].

1.4 Relation with Existing Research

This thesis is the product of reading and applying the following:

Logistic Regression: A type of Machine Learning algorithms that is used to explain

the relationship between one dependent binary variable and one or more nominal,

ordinal, interval or ratio-level independent variables.

Isolation Forest Algorithm: Another type of Machine Learning algorithm that

can be used for discovering anomaly patterns in the given data by building an ensem-

ble of Isolation Trees for a given data set, the algorithm then detects the anomalies

which typically are the instances that have short average path lengths in the Isolation
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Trees [45].

Ensemble Classification and Extended Feature Selection: An approach that combines

the feature selection with decision forest constructions by using an extended wrapper

method that results in selecting the best and most efficient features [30].

Generative Adversarial Networks(GAN): These are Deep Learning techniques that

build up multiple layers of abstraction in order to learn hierarchies of concepts. GANs

have achieved considerable success in generating convincing examples [33].

The goal of this thesis is to apply these four approaches on two different datasets to

determine the relative benefits of each approach.

1.5 Thesis Overview

In Chapter 2, we will provide the background needed to understand outlier detection

along with corresponding data mining methods that will be applied. We will also pro-

vide some basic information about the types of Machine Learning algorithms that will

be utilized. Chapter 3 focuses on applying the preprocessing methods to the desired

datasets and then creating the models based on our selected algorithms. Chapter

4 presents the analysis of the results generated from the two datasets. Finally, in

Chapter 5, we present our conclusions and suggest future work.
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Chapter 2

Background

This chapter explains some basic concepts and terminology that will be used fre-

quently in this research.

2.1 Outlier Analysis

An outlier is a data point which is significantly different from the remaining data [1].

Outliers are also referred to as abnormalities, discordant, deviants, or anomalies in

data mining and statistics. Usually, an outlier has a low chance of occurrence within

a given data set. Outlier analysis tries to find unusual patterns in any dataset. If one

encounters a variable whose typical values display a certain kind of central tendency,

or a certain kind of pattern, and then sees patterns that do not fit these typical ones,

an abnormally in the data might exist [1]. Typically, outliers cause problems for

parametric analyses. However, not everyone agrees that they always pose a problem,
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or what to do about them even if do [1].

We can categorize various types of outliers as follows: [1]

• Data entry errors (human errors)

• Experimental errors (data extraction or experiment planning/executing errors)

• Data processing errors (data manipulation or data set unintended mutations)

• Sampling errors (extracting or mixing data from wrong or various sources)

• Natural (not an error, but novelties in data)

In addition, outliers can be divided into two major types: univariate outliers

that can be found when looking at a distribution of values in a single feature space,

and multivariate outliers that can be found in a n-dimensional space (of n-features).

Looking at distributions in n-dimensional spaces can be very difficult for the human

brain, that is why we need to train a model to do it for us [7].

Two approaches are commonly used to deal with outliers, either to delete outliers

from the sample, or replace the outlier value with one that is less extreme. Most of the

time, these solutions cause problems such as biased parameter estimates and under

weighted or eliminated valid values [7]. Other solutions are to use one of the popular

methods for outlier detection such as [7]:

• Z-Score or Extreme Value Analysis (parametric)

• Probabilistic and Statistical Modeling (parametric)
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• Linear Regression Models (PCA, LMS)

Studies continue to discover better techniques to detect outliers and work on

optimizing the methods that are currently used. In this research, we will use some of

these techniques and discuss their results and drawbacks.

2.2 Feature Selection

Feature Selection is the process of automatic or manual selection of features which

contribute most to the prediction variable or output in which we are interested. With

databases growing in size, Feature Selection becomes even more important [22]. In

classification, a dataset usually includes a large number of features that may be rel-

evant, irrelevant or redundant. Redundant and irrelevant features are not useful for

classification and they might even reduce the efficiency of the classifier regarding the

large search space. This phenomenon is referred to the curse of dimensionality [73],

which is explained later in this chapter.

The benefits of Feature Selection include reducing the computational costs, sav-

ing storage space, facilitating model selection procedures for accurate prediction, and

interpreting complex dependencies between variables [31]. The features that are se-

lected not only optimize the classification accuracy, but also reduce the number of

required data for achieving an optimum level of performance during the learning pro-

cess [11, 71].
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Feature Selection methods usually include a search strategy, assessment measure,

stopping criterion, and validation of the results [22]. The search strategy is a method

used for producing a subset of candidate features for assessment. An assessment

measure is applied to evaluate the quality of the subset of candidate features [75].

The objective of the stopping criterion is to determine when a decision process should

stop, and validation is the study of the validity of the selected features with real

world datasets. Search strategy and assessment measure are the two key factors in

the Feature Selection process [75]. One important class of methods that is used for

Feature Selection is the Filter and Wrapper class [11]. We will apply one of these

methods in our research.

2.3 Feature scaling

Feature scaling is a method used to standardize the range of independent variables

or features of data. In data processing, it is also known as data normalization and

is generally performed during the data preprocessing step. Two well known methods

are usually used for re-scaling data. Normalization scales all numeric variables to the

range [0,1]. One possible formula is given below [61]

xnew =
x− xmin

xmax − xmin
(2.1)

where xmin is the minimum value of x and xmax is the maximum value. The other,
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standardization transforms the data to have a zero mean and unit variance. An

example is shown below [61]:

xnew =
x− µ

σ
(2.2)

where x is the data point, µ is the mean and σ is the standard deviation.

2.4 Imbalanced data

A dataset is imbalanced if the classification categories are not about equally rep-

resented [16]. Usually, there is a large amount of data/observations for one class

(referred to as the majority class), and much fewer observations for one or more other

classes (referred to as the minority classes). Blind application and optimization of

learning algorithms on imbalanced data sets will lead to models that can produce

poor results [66]. In following section, we will highlight the main approaches to deal

with imbalance.

2.4.1 Sampling techniques

Sampling is a commonly used approach for selecting a subset of data objects to be

analyzed. Sampling can be very useful in data mining, and it is preformed because

it may be too expensive or time consuming to process all the data [67]. The key for

effective sampling is the following: sampling must be representative. That is, the



12

sample is representative if it has approximately the same property (of interest) as

the original set of data. So, the best we can do is to choose a sampling scheme that

guarantees a high probability of getting a representative sample. As discussed next,

this involves choosing the appropriate sample size and sampling techniques [67].

2.4.1.1 Undersampling

Undersampling is a technique used to adjust the class distribution of a data set (i.e.

the ratio between the different classes/categories represented) and is useful if the two

classes are not equally represented in the dataset. When one class is underrepresented

in a dataset, the data is said to be unbalanced. In such problems, it is the minority

class that is of interest. When the data is unbalanced, standard machine learning

algorithms that maximise overall accuracy tend to classify all observations as majority

class instances. This translates into poor accuracy on the minority class (low recall),

which is often the class of interest [20].

Several techniques can be applied to resolve this issue:

• Random Undersampling : This is one of the simplest strategies to handle imbal-

anced data by undersampling the majority class. Figure 2.1 shows the graphi-

cal representation of Random Undersampling. The blue and black data points

which represent the data points that were removed were selected randomly from

the majority class until the data is balanced. Removing data will reduce the
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strain on storage and also improve run time. However, removing data might

lead to loss of useful information [39].

Figure 2.1: Graphical representation of Random Undersampling [39]

• Cluster Centroids: In this approach, a clustering technique is employed to re-

sample the original training set into a smaller set of representative training

exemplars, represented by weighted cluster centers and their target outputs

[54].

• NearMiss: This is an undersampling technique that adds some heuristic rules

to select samples. NearMiss heuristic rules are based on the nearest neighbors’

algorithm, implementing three different types of heuristics. The first type selects

samples from the majority class for which the average distance of the k nearest

samples of the minority class is the smallest. The second type selects the samples

from the majority class for which the average distance to the farthest samples

of the negative class is the smallest. The third type is a two-step algorithm:

first, for each minority sample, their nearest neighbors will be kept. then, the
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majority samples selected are the on for which the average distance to the k

nearest neighbors is the largest [49].

2.4.1.2 Oversampling

Oversampling is another technique that is used to adjust the class distribution of a

data set. There are a number of methods available to oversample a dataset that are

used in a typical classification problem:

• Random Oversampling: This can be used to repeat some samples in order to

balance the number of samples between the dataset. Random Oversampling

involves supplementing the training data with multiple copies of some of the

minority classes. Random Oversampling can be done more than once. This

is one of the earliest proposed methods that is also proven to be strong [44].

Instead of duplicating every sample in the minority class, some of them may be

randomly chosen with replacement.

• Synthetic Minority Oversampling (SMOTE): SMOTE is an oversampling ap-

proach in which the minority class is oversampled by creating synthetic exam-

ples rather than by oversampling with replacement [17]. To illustrate how this

technique works, we will consider the following graph. SMOTE starts from a set

of positive (green points) and negative (blue points) examples; It then selects a

positive example (black) and its k nearest neighbors among the positives (yellow

points, with k = 3), Finally one of the k nearest neighbours is randomly selected
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(brown point) and a new synthetic positive example is added, by randomly gen-

erating an example (red point) along the straight line that connects the black

and brown points. The procedure depicted in (b) and (c) is repeated for all the

positives, by adding each time a new synthetic example similar (in a Euclidean

sense) to the other positive examples [62].

Figure 2.2: Graphical representation the SMOTE

2.4.1.3 Combined Oversampling and Undersampling

We will briefly talk about two methods that fall under this approach

• SMOTE-ENN: Basically, SMOTE-ENN is a statistical technique for increasing

the number of cases in the dataset in a balanced way. The module works by

generating new instances from existing minority cases that you supply as input.

Basically, it is a class which performs oversampling using SMOTE and then

cleaning using ENN (Edited Nearest Neighbours). Nearest neighbor editing aims
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to increase the classifier’s generalization ability by removing noisy instances from

the training set. [3]. Figure 2.3 illustrates how SMOTE-ENN works [3].

Figure 2.3: Before and after applying SMOTE+ENN

• SMOTE-Tomek: Another method to combine Oversampling and Undersampling

is SMOTE-Tomek which is a class to perform Oversampling using SMOTE and

cleaning using Tomek links. Tomek links remove unwanted overlap between

classes where majority class links are removed until all minimally distanced

nearest neighbor pairs are of the same class [16].

Figure 2.4 below [16] shows how Tomek links to the Oversampled training set

as a data cleaning method. Thus, instead of removing only the majority class

examples that form Tomek links, examples from both classes are removed [4].
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Figure 2.4: Removing examples from both classes using SMOTE-Tomek

2.5 Curse of Dimensionality

Another issue with high dimensional data is related to the curse of dimensionality

[53]. In the case of input vectors with high dimensions, the learning process can be

difficult. When a new dimension is added, the volume of the space increases and

the data become sparse. This sparsity is problematic for any method that requires

statistical significance. In order to obtain a statistically sound and reliable result,

the amount of data needed to support the result often grows exponentially with the

dimensionality [68]. Also, organizing and searching data often relies on detecting

areas where objects form groups with similar properties. In high dimensional data,

however, all objects appear to be sparse and dissimilar in many ways, which prevents

common data organization strategies from being efficient [50]. One solution to the
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problem is feature extraction, where the data is transformed to a space with fewer

dimensions. The transformation may be linear like with the Principal Component

Analysis(PCA) [72] which is discussed later in this chapter.

2.6 Supervised Learning

In Supervised Learning, the algorithm performs the task of finding and inferring a

function from the data that has been already classified to two or more classes [18].

The algorithm accepts a training set and produces an inferred function that can be

used to classify new examples.

In general, a supervised algorithm needs an external component that classifies

the input data first and organizes the data to be passed to the algorithm. The

algorithm then is fed with the training data and the classification associated with it.

The algorithm infers a classification function from the training set and is ready to

accept new information to be classified. New data then is presented to the algorithm

typically, based on the inferred function, the algorithm indicates the class of the

formation. The algorithm typically does not learn more from the new data and the

acquired knowledge is fixed.

The fundamental goal of Supervised Learning algorithms is to try to model

relationships and dependencies between the target prediction output and the input

features such that we can predict the output values for new data based on those

relationships which it learned from the previous data sets. However, learning the
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training set may not be the best solution. This is because there are problems where

we do not need to recall a solution, but to generalize the solution [8]. In other words,

the algorithm will behave better if, instead of memorizing associations, it tries to

find characteristics that make the classification possible. The problem of memorizing

minor variations in the data that are not representation of the overall population is

commonly referred as Overfitting [53]. Imbalanced datasets, which were previously

explained, pose a difficulty that usually arises in Supervised Learning, especially when

detecting outliers.

In the following sections, we introduce several methods that are often used for

fraud detection and fall into the category of Supervised Learning approaches.

2.6.1 Ensemble Methods

Ensemble Methods are Machine Learning algorithms that construct a set of classifiers

and then classify new data points by taking a (weighted) vote of their predictions [26].

Ensemble Methods are very compatible with unbalanced data and have demonstrated

great performance in such settings [21]. The accuracy of the fraud detection model

is a critical factor for a proper categorization of a fraudulent or legal case [46]. Ad-

vancements in Machine Learning suggest using a classifier ensemble instead of a single

forecaster. Many studies show that an ensemble of classifiers will have better results

than a single classifier [55].
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On a study about classification algorithms indicates that ensemble methods

considered to be more stable and, more importantly, predict better than single clas-

sifiers [43]. Research by M Young-Jong shows that ensemble methods are also known

to reduce model bias and variance [37]. Finally, an article presented by S.Finlay has

shown that model combination increases predictive accuracy [32]. Bagging, Boost-

ing, and Random Forests are the most well-known examples of Ensemble Methods.

Random Forests are very efficient for classification and regression problems [29]. A

Random Forest is a collection of decision trees. Essentially, a decision tree splits the

data into smaller data groups based on the features of the data until we have a small

enough set of data that only has data points under one label [26]. Random forests

can [25]

• handle binary features, categorical features, and numerical features.

• perform well with highly dimensional data since they rely on working with sub-

sets of data.

• are robust to outliers and non-linear data.

• handle unbalanced data so the larger class will get a low error rate while the

smaller class will have a larger error rate.

• Lead to low bias and moderate variance model. We say our model is biased if it

systematically under or over predicts the target variable. In machine learning,

this is often the result either of the statistical assumptions made by our model

of choice or of bias in the training data. Variance, on the other hand captures
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the generalizability of the model as it is a measure of how much our prediction

would change if we trained it on different data. Because all the trees in random

forest are averaged, the variance is averaged as well so that we have a low bias

and moderate variance model.

2.6.2 Wrapper Methods

Wrapper Methods use the classifier as a black box and its performance as objective

function for features subset assessment [13]. Wrapper approaches include a learn-

ing algorithm as assessment function. The Feature Selection criterion in Wrapper

Methods is a forecasting function that finds a subset of the data with the highest

performance [73]. Wrapper Methods are subdivided into exhaustive search, heuristic

search, and random search.

• Exhaustive search such as BFS (Breadth First Search) enumerates all possible

feature combinations. These methods are rarely used in practice since the time

complexity would be O(2n) [48]. Non-exhaustive search methods are optimiza-

tions based on exhaustive search. For example, Branch and Bound Search saves

time by cutting off branches that are unlikely to search for a solution better

than the currently found optimal solution [10].

• Heuristic search which contains SFS (Sequential Forward Selection) and SBS

(Sequential Backward Selection). The SFS starts from an empty set, then a

feature x is added to the feature subset X so that the evaluation metric can be
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optimized. SBS, on the other hand, starts from the universal set and deletes a

feature x each time. Both SFS and SBS are greedy algorithms that likely find

a local optimum [73]. For the full feature set (of size m) and performing the

search until the desired dimension d is reached, using SBS and SFS steps. The

time complexity of these methods is O(d) for SFS and O(m− d) for SBS [57].

• Random Search Methods first randomly generate a subset of features and then

apply other algorithms on that subset. For instance, RGSS (Random Genera-

tion plus Sequential Selection) perform SFS and SBS on a randomly selected

subset of feature to jump out of the local optimum. However, random search

methods depend on random factors so that experimental results are difficult to

reproduce [10]. The complexity can be linear to the number of iterations in a

random search, but experiments show that in order to find best feature subset,

the number of iterations required is usually at least quadratic to the number of

features [23].

Wrapper Methods usually provide the best performing feature set for a particular

type of model [10]. However, they are very computationally intensive since for each

subset a new model needs to be trained [10].

2.6.3 Logistic Regression

Logistic Regression is the appropriate regression analysis to conduct when the depen-

dent variable is dichotomous (binary) [36]. It is named Logistic Regression because
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its underlying technique is quite similar to Linear Regression. The term Logistic is

taken from the Logic function that is used in this method of classification. Like all

regression analyses, the Logistic Regression is a predictive analysis. Logistic Regres-

sion is used to describe data and to explain the relationship between one dependent

binary variable and one or more nominal, ordinal, interval or ratio-level independent

variables. The importance of regression analysis lies in the fact that it provides a pow-

erful statistical method that allows a business to examine the relationship between

two or more variables of interest [35].

In order to deal with outliers, Logistic Regression uses a Sigmoid function. This

mathematical function has a characteristic S shaped curve or Sigmoid curve. This

function can carry any value between 0 and 1 as shown in Figure 2.5 and is defined

by the following equation [35]

S(X) =
1

1 + e−x
=

ex

ex + 1
(2.3)

Figure 2.5: Sigmoid Curve
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2.7 Unsupervised Learning

The goal of unsupervised learning is to find relationships in data that have no clas-

sification [53]. It relies on receiving unlabeled information and extracting from the

data generalization features, if possible, of the relationships in the data.

There are several mechanisms to achieve this type of learning. One of the

most common is clustering (also called automatic classification), where the data is

grouped into sets in such way that all the elements of the group are similar. In

general, clustering is not a specific technique, but it is a concept that can be achieved

using different algorithms or combination of algorithms. In outlier detection, a simple

unsupervised algorithm can be used to create a list of anomalies which can then be

fed into an auditing process which then generates the true labels. Over time, when

enough data labels are created, the unsupervised problem can be reformulated as a

Supervised Machine Learning problem.

2.7.1 Isolation Forest

Isolation Forest is a method which in principle is similar to the well-known and Ran-

dom Forest method by explicitly identifying anomalies instead of profiling normal

data points. Like any tree ensemble method, Isolation Forests are built on the basis

of decision trees. In these trees, partitions are created by first randomly selecting a

feature and then selecting a random split value between the minimum and maximum

value of the selected feature [45].
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To understand the concept of Isolation Forest in detecting outliers, consider Fig-

ure 2.6 below. In a data-induced random tree, partitioning of instances is repeated

recursively until all instances are isolated. This random partitioning produces no-

ticeable shorter paths for anomalies since (a) the fewer anomalies result in a smaller

number of partitions (i.e. shorter paths in a tree structure), and (b) instances with

distinguishable attribute values are more likely to be separated in early partition-

ing. Hence, when a forest of random trees collectively produces shorter path lengths

for some particular points, then they are likely to be anomalies [45]. Anomalies are

more susceptible to isolation and hence have short path lengths. Given the Gaussian

distribution in Figure 2.6 with 135 points, a normal point xi requires twelve ran-

dom partitions to be isolated while an anomaly x0 requires only four partitions to be

isolated [45].

Figure 2.6: Difference between isolating a normal point and an abnormal point



26

As with other outlier detection methods, an anomaly score is required for decision

making. In case of Isolation Forest, it is defined as:

S(x, n) = 2−
E(h(x))

c(n) (2.4)

here h(x) is the path length of observation x, c(n) is the average path length of

unsuccessful search in a Binary Search Tree and n is the number of external nodes [27].

Each observation is given an anomaly score, which is then used to compare samples.

Scores close to 1 indicates anomalies while, scores much smaller than 0.5 indicate

normal observations. If all scores are close to 0.5, then the entire sample does not

seem to have clearly distinct anomalies.

2.7.2 Generative Adversarial Networks

Generative Adversarial Networks (GAN) consists of two feed-forward neural networks:

A Generator G and a Discriminator D competing against each other, with G pro-

ducing new candidates and its adversary D evaluating their quality. Each of the two

networks is usually a deep neural network with several layers connected in such as

way that the output of the units in each layer becomes the input for the units in the

layer immediately before [41].

The main idea in GANs (shown in 2.7) is to refine a generative model by making

it confront an adversary, a discriminative model that has the goal of separating the



27

generated examples from real ones. The generator takes random noise z as input,

transforms it through a function and produces examples, while the discriminator

learns to determine whether an example has been produced by the generator [33].

Figure 2.7: The generator G receives random noise z as input and the output
is given to discriminator D, that distinguishes the examples produced by G from

original data u [33]

To be more specific, the procedure of producing artificial candidates is explained with

the following points:

• The generator’s role is to produce new artificial candidates that are as close

as possible to real data instances by learning the probability distribution of

training data using the random noise z as input.

• The discriminator’s role is to differentiate between real data and the artificial

candidates

• Figure 2.8 shows how the trained generator G∗ is merged with random noise z

and its output is merged with the original training set Xt. The same classifier

C is trained on the augmented Ca and the original training set C0 [33].
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Figure 2.8: Producing artificial candidates

The training goal for the generator is to trick the discriminator into believing

that generated examples are real. The discriminator is trained by minimizing its

prediction error, whereas the generator is trained on the basis of maximizing the

prediction error by the discriminator. This results in a competition between generator

and discriminator that can be formalized by the following equation:

minθGmaxθD(EX pD [logD(x)] + Ez| pz [log(1 −D(G(Z)))]) (2.5)

where (pD) is the data distribution, (pZ) is the prior distribution of the generative

network, and θG /θD are the parameters of the (generator/discriminator) network.

In other words, the goal of generator is to keep the difference between real and gener-

ated data to a minimum, whereas the discriminator aims to maximize the probability

of distinguishing real data from generated ones [33].
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2.7.3 Principal Component Analysis

This is a statistical process using orthogonal transformations to convert possibly cor-

related variables into linearly uncorrelated variables [53]. The orthogonal space after

transformation is defined by having the first principal component with the largest

variance with the constraint of uncorrelated components [53].

The idea to remove dimensionality is to drop the components that have lower variance

and leave only those with great variance. Since the components removed are the ones

with lower variance, the amount of information lost is controlled. The number of

components removed may vary according to the amount of information needed. It

is important to notice that this procedure is sensitive to the scaling of data. PCA

reassuring the following steps [56].

(1) Standardization: The aim of this step is to standardize the range of the continuous

initial variables so that each one of them contributes equally to the analysis. More

specifically, the reason why it is critical to perform standardization prior to PCA as

PCA is quite sensitive regarding the variances of the initial variables. That is, if

there are large differences between the ranges of initial variables, those variables with

larger ranges will dominate over those with small ranges. For example, a variable that

ranges between 0 and 100 will dominate over a variable that ranges between 0 and

1, which will lead to biased results. So, transforming the data to a comparable scale

can prevent this problem [56]. Mathematically, this can be done by subtracting the
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mean and dividing by the standard deviation for each value of each variable.

z =
value−mean

standard deviation
(2.6)

Once the standardization is done, all the variables will be transformed to the same

scale.

(2) Covariance Matrix Computation: The aim of this step is to understand how the

variables of the input data set vary from the mean with respect to each other, or in

other words, to see if there is any relationship between them. Sometimes variables are

highly correlated in such a way that they contain redundant information. So, in order

to identify these correlations, we compute the covariance matrix [56]. The covariance

matrix is a p×p symmetric matrix (where p is the number of dimensions) that has

as entries the covariances associated with all possible pairs of the initial variables.

For example, for a 3-dimensional data set with 3 variables x, y, and z, the covariance

matrix is a 3×3 matrix of this from [56]:


Cov(x, x) Cov(x, y) Cov(x, z)

Cov(y, x) Cov(y, y) Cov(y, z)

Cov(z, x) Cov(z, y) Cov(z, z)

 (2.7)

Since the covariance of a variable with itself is its variance (i.e., Cov(a,a)=Var(a)),

in the main diagonal (top left to bottom right) we actually have the variances of

each initial variable. Since the covariance is commutative (Cov(a,b)= Cov(b,a)), the
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entries of the covariance matrix are symmetric with respect to the main diagonal which

means that the upper and the lower triangular portions are equal. What matters is

the sign of the covariance. So, if positive then the two variables increase or decrease

together (correlated), if negative, one increases when the other decreases (inversely

correlated) [56].

(3) The next step is to compute the Eigenvectors and Eigenvalues of the covariance

matrix to identify the principal components. Eigenvectors and Eigenvalues are the

linear algebra concepts that we need to compute from the covariance matrix in or-

der to determine the principal components of the data. Principal components are

new variables that are constructed as linear combinations or mixtures of the initial

variables. These combinations are done in such a way that the new variables (i.e.,

principal components are uncorrelated and most of the information within the initial

variables is squeezed or compressed into the first component). Thus, when you have

10-dimensional data, this gives you 10 principal components. What PCA tries to do

is to put maximum possible information in the first component, then put the remain-

ing information in the second until it reaches the maximum, so it turns to the third

principal and so on. Figure 2.9 shows how PCA looks like at the end [56].



32

Figure 2.9: Principal components, percentage of variance (information) for by
each PC

Organizing information in principal components this way will allow us to reduce

dimensionality without losing much information. It accomplishes this by discarding

the components with low information and considering the remaining components as

the new variables. An important thing to realize here is that the principal components

are less interpretable and do not have any real meaning since they are constructed as

linear combinations of the initial variables.

Geometrically speaking, principal components represent the directions of the data that

explain a maximal amount of variance, (i.e. the lines that capture most information of

the data). The relationship between variance and information here is that the larger

the variance carried by a line, the larger the dispersion of the data points along it,

and the larger the dispersion along a line, the more the information it has. The idea
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is to think of principal components as new axes that provide the best angle to see and

evaluate the data so that the differences between the observations are more visible.

There are as many principal components as variables in the data, principal components

are constructed in such a manner that the first principal component accounts for the

largest possible variance in the data set. The second principal component is calculated

in the same way, with the condition that it is uncorrelated with, the first principal

component and that it accounts for the next highest variance. This continues until a

total of p principal components have been calculated, equal to the original number of

variables [56].

Returning to eigenvectors and eigenvalues, we need to know is that they always

come in pairs, so that every eigenvector has an eigenvalue. And their number is

equal to the number of dimensions of the data. For example, for a three-dimensional

data set, there are three variables, therefore there are three eigenvectors with three

corresponding eigenvalues. It is eigenvectors and eigenvalues which are behind all the

previous discussion, because the eigenvectors of the Covariance matrix are actually the

directions of the axes where there is the most variance (most information) and what

are called Principal Components. Eigenvalues are simply the coefficients attached to

eigenvectors which give the amount of variance carried in each Principal Component.

By ranking eigenvectors in order of their eigenvalues, highest to lowest, we get the

principal components in order of significance [56].

Consider the following example [65]: suppose that the data set is 2-dimensional with

2 variables x,y and that the eigenvectors and eigenvalues of the covariance matrix are
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as follows:

v1 =

∣∣∣∣∣∣∣∣
0.3778736

0.7351785

∣∣∣∣∣∣∣∣ λ1 = 1.284028 (2.8)

v2 =

∣∣∣∣∣∣∣∣
−0.7351785

0.6778736

∣∣∣∣∣∣∣∣ λ2 = 0.04908323 (2.9)

If we rank the eigenvalues in descending order, we get λ1>λ2, that means the eigen-

vector that corresponds to the first principal component (PC1) is v1 and the one that

corresponds to the second component (PC2) is v2 [65]. After having the principal

components, to compute the percentage of variance (information) accounted for by

each component, we divide the eigenvalue of each component by the sum of eigen-

values. If we apply this on the example above, we find that PC1 and PC2 carry

respectively 96% and 4% of the variance of the data [65].

(4) Feature vector: As we saw in the previous step, computing the eigenvectors and

ordering them by their eigenvalues in descending order, allow us to find the principal

components in order of significance. For this step, we choose whether to keep all

principal components or discard those of lesser significance (i.e. low eigenvalues), to

create a matrix of vectors that is called the Feature Vector. So, the feature vector is

simply a matrix that has the eigenvectors of the components that we decide to keep as

columns. This is the first step towards dimensionality reduction because if we choose
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to keep only p eigenvectors (components) out of n, the final data set will have only p

dimensions.

Using the example from the Step(3), we can either form a feature vector with both of

the eigenvectors v1 andv2 :

∣∣∣∣∣∣∣∣
0.3778736 −0.7351785

0.7351785 0.6778736

∣∣∣∣∣∣∣∣ (2.10)

Discard the eigenvector v2, which is the one of lesser significance, and form a feature

vector with v1 only ∣∣∣∣∣∣∣∣
0.3778736

0.7351785

∣∣∣∣∣∣∣∣ (2.11)

Discarding the eigenvector v2 will reduce dimensionality by 1 where will cause a loss

of information in the final data set. Given that v2 was carrying only 4% of the

information, the loss will be minimal as we still have 96% of the information that

is carried by v1 [65]. It is up to us to choose whether to keep all the components

or discard the ones of lesser significance, depending on what is being considered. If

we just want to describe the data in terms of new variables (principal components)

that are uncorrelated without seeking to reduce dimensionality, leaving out lesser

significant components is a recommended option [65].

(5) The last step is to recast the data the principal components axes. In the previous

steps, apart from standardization, we do not make any changes to the data, we just
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select the principal components and form the feature vector (i.e. the input data set

remains always in terms of the original axes). In this step, the aim is to use the

feature vector formed in step (4) to reorient the data from the original axes to the

ones represented by the principal components. This can be done by multiplying the

transpose of the original data set by the transpose of the feature vector [65].

FinalDataSet = FeatureV ectorT × StandardizedOriginalDatasetT (2.12)

2.7.4 SHARCNET

The Shared Hierarchical Academic Research Computing Network (SHARCNET) is a

consortium of 18 universities, colleges and research institutes providing a range of high

performance computers and software, linked by an advanced fibre optics network [5].

Its overall aim is to promote the use of high-performance computing to accelerate the

production of research results for researchers, Canadian industries, the economy and

society in general. SHARCNET is a leading provider of this critical enabling technol-

ogy and of training for highly qualified experts in computation. It plays a major role

in supporting innovation in both academic and industrial research environments [5].

The SHARCNET clusters have a variety of storage systems available to users.
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2.8 Summary of Chapter 2

In this chapter, we explained the basic concepts and terminology to be applied in

the research. We talked about Outlier Analysis listing the types of outliers and the

approaches used to deal with outliers. Then we defined Feature Selection illustrat-

ing its benefits and explaining more about Feature scaling and the terminology of

normalization and standardization.

In this chapter, we also provide a detailed description of Sampling and Sampling

techniques and explain the best time to use each. The chapter also includes defini-

tion of Curse of Dimensionality, Ensemble Methods, Wrapper Methods and Logistic

Regression. We talked about Unsupervised Learning and explained Isolation Forest

and GANs which falls under this conception. We finished our Chapter by explaining

the PCA with an example and briefly talking about SHARCNET.
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Chapter 3

Analysis, Modelling and Testing

This chapter describes the main concepts used for exploring and visualizing the data,

and then illustrates the different algorithms used for training and testing the model.

The actual methods for testing are described in this chapter with the results are

analyzed in the following chapter.

3.1 Basic Steps

The main goal of this research is to check which machine learning algorithm is better

to detect fraud in financial datasets. In order to do that, we use the following steps:

(1) Use two different financial datasets: one is a synthetic financial dataset and

the other is a dataset from The European Central Bank. More details about the two

datasets can be found in [74] and in [24].
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(2) Use four machine learning algorithms to create four different models.

(3) Apply these four models on the two datasets.

(4) Compare the effectiveness and drawbacks of each model with the other.

Before creating the models, the two datasets need to be preprocessed and prepared

for modelling.

3.2 Preprocessing the Dataset

In order to prepare the data before we start modelling, basic steps need to be done.

These steps are: Explore and analyze the data, visualize the data and prepare the

data for modelling

3.2.1 Exploring and Analyzing the Synthetic Dataset

As we mentioned above, the first dataset we consider is a synthetic dataset. It was

created with a specific reason: detect fraud in financial transactions. It contains

around 23 Million records and 11 columns. Figure 3.1 below shows the first few

records of this dataset with their features.
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Figure 3.1: Head of synthetic dataset

Below is a list of the columns with a brief explanation:

amount- amount of the transaction in local currency.

nameOrig - customer who started the transaction.

oldbalanceOrg - initial balance before the transaction.

newbalanceOrig - new balance after the transaction.

nameDest- customer who is the recipient of the transaction.

oldbalanceDest- initial balance recipient before the transaction.

newbalanceDest- new balance recipient after the transaction.

isFraud - this has the transactions made by the fraudulent agents inside the simula-

tion. In this specific dataset the fraudulent behavior of the agents aims to profit by

taking control or customers accounts and try to empty the funds by transferring to

another account and then cashing out of the system.

isFlaggedFraud - the business model aims to control large transfers from one ac-

count to another and flags illegal attempts. An illegal attempt in this dataset is an

attempt to transfer more than $200,000 in a single transaction.
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The data provided has the financial transaction data as well as the target variable

isFraud, which is the actual fraud status of the transaction and isFlaggedFraud, which

is the indicator the simulation uses to flag the transaction using some threshold. The

goal should be how can we improve the threshold to capture the fraud transaction.

The dataset has five different types of transactions. The five types of transactions

are:

CASH OUT: where money is sent from a client to a merchant who then pays another

customer in cash. The number of transactions for this type is 2237500 transactions.

PAYMENT: this includes a regular payment that the client pays in a certain amount

of time such as mortgages. Number of transactions is 2151495.

CASH IN: where the client put cash in his account. Number of this type of transaction

is 1399284.

TRANSFER: where money is sent from a client to a customer online, the number of

this kind of transaction is 532909 transactions.

DEBIT: where the client uses his debit card to pay. Number of transactions is 41432.

What is of concern for this dataset is to know which transaction types have fraudulent

activity and which do not. In order to do that, we first need to study the relationship

between types of transactions and the number of the fraudulent samples for each.

This is shown in Figure 3.2:
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Figure 3.2: Number of transactions per transaction type

We can observe from Figure 3.2 that fraud occurs only in two of the five types of

transactions:

TRANSFER where money is sent to a customer( fraudster) and, CASH OUT

where money is sent to a merchant who pays the customer (fraudster) in cash. What

we also notice is that the number of fraudulent TRANSFER transaction is about the

same as fraudulent CASH OUT transaction. These observations imply that fraud is

committed by first transferring funds to another account which subsequently cashes

it out. We assume that isFraud indicates the actual fraud transactions whereas
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isFlaggedFraud is what the system thinks it is a fraud and prevents the transaction

due to some thresholds being triggered.

In the Figure 3.3, we plot the 5 types of transactions with the isFlaggedFraud

and according to the results, only 16 transactions of the TRANSFER type are set

as isFlaggedFraud with none were set as is isFlaggedFraud in the CASH OUT

type. This means that the system has suspected only 16 transactions that might be

fraud.

Figure 3.3: Number of transactions in each type where isFlaggedFraud is set

The preprocessing that this dataset can be summarized as following:

• Find the irrelevant features which can mislead and are not helpful in detecting

fraud transactions and remove them.
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• Correct the zero values which can be found in the feature newbalanceDest

after a transaction is committed, and in oldbalanceDest before a transaction

is committed.

3.2.1.1 Removing Irrelevant Features

We begin by discussing the feature isFlaggedFraud . From its name we assume that

this feature is responsible for indicating whether the transaction is most likely a fraud.

In Appendix A we included several analyses in order to extract useful information

about this feature. As a result, we arrived at the following conclusions:

• Duplicate customer names do not exist within transactions where isFlagged-

Fraud is set, but duplicate customer names exist within transactions where

isFlaggedFraud is not set.

• Originators of transactions that have the isFlaggedFraud set have only one

transaction. Very few destination accounts of transactions have the isFlagged-

Fraud set had more than one transaction.

• Since only 2 destination accounts with the isFlaggedFraud set have been

destination accounts more than once, we can say that isFlaggedFraud is in-

dependent of whether a destination account has been used before or not. Also,

if we look at the relationship between isFlaggedFraud being set and step col-

umn which is the column that shows the order of time that this transaction
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happened, we can see that isFlaggedFraud is always on for all values of step

so there is no relationship between those attributes.

• Finally, it seems that isFlaggedFraud was set 16 times in a meaningless way

and thus we can discard that attribute in the dataset.

Two other attributes that should be discussed as to their importance are name-

Orig and nameDest . The question raised is: is there any need from these two

attributes? The results extracted from the code in Appendix A show that there is no

relationship between fraudulent transactions and nameOrig and nameDest fea-

tures. As a result, we can say that nameOrig and nameDest features can be

removed as they do not assist in the process of fraud detection.

3.2.1.2 Substituting Zero Values

The next step is to examine the zero values in the dataset. The data has several

transactions with zero balances in the destination account, both before and after a

non-zero amount is transacted. We need to determine if the value is an actual zero

or is a missing value. From Appendix A, we can conclude the following:

• The percentage of transactions, where zero likely denotes a missing value, is

much larger in fraudulent 50% compared to genuine transactions 0.06%. We

assume that this there were no data entry errors (human errors) or experimen-

tal errors so most genuine transactions would be accurate while for fraudulent
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transactions, missing values might indicate that something is wrong with the

transaction.

• The oldbalanceOrg and newbalanceOrg have values of 0 in some transac-

tions where the amount being transacted is not 0. The percentages show that

the number of transactions where this occurs is much smaller in fraudulent

transactions 0.3% compared to genuine transactions 47%.

In order to address the issue of mixing fraudulent transactions and genuine

transactions with missing values, we add two more features errorBalanceOrg and

errorBalanceDest . These two features will contain the same value as the amount

being transacted in the transaction. The following formula are used to compute the

amount:

errorBalanceOrg = (newbalanceOrig + amount) − oldbalanceorg (3.1)

errorBalanceDest = (oldbalanceDest+ amount) − newbalanceDest (3.2)

3.2.2 Visualizing the Synthetic Dataset

We first concentrate on visualizing the new two features that we added to the dataset,

errorBalanceOrig and errorBalanceDest . These results are shown in Figure 3.4
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Figure 3.4: Genuine transactions vs Fraudulent transactions

The graph presents a comparison of genuine transactions and fraudulent transac-

tions based on errorBalanceOrig and errorBalanceDest features. The genuine

transactions, which are blue points, are concentrated in the top left corner of the

graph where errorBalanceDest is larger than 0 whereas fraudulent transactions

seem to appear more where errorBalanceDest is equal to or below 0.

The spread of errors in both the errorBalanceOrig and errorBalanceDest

variables are large, however genuine transactions are much more likely to have an

errorBalanceDest less than 0. On the other hand, fraudulent transactions are

much more likely to have errorBalanceDest greater than 0. Figure 3.5 presents a

three-dimensional examination of these two features
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Figure 3.5: 3D plot for errorBalanceOrig and errorBalanceDest over time

By using both of the two error-based features, this plot is able to distinguish between

fraud and non-fraud data as their dispersion is viewed over time, We see that the gen-

uine transactions are likely distributed as strips while fraudulent transactions tend to

be more homogeneously distributed from the time aspect. This might be caused by

the fact that genuine transactions happen regularly with time, (i.e. a normal trans-

action happens in one step and another transaction from the same person happens in

a second step). In fraudulent transactions however, this happen with no time order

because a fraudster wants to complete as many transactions as possible.
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The following heatmap in Figure 3.6 examines the respective correlations between the

two kind of transactions.

Figure 3.6: Heatmap for fraudulent and genuine transactions

We can see from Figure 3.6 that in fraudulent transactions, there is a strong

correlation between amount and oldbalanceOrg in the fraudulent transactions,

as the value of is larger than 0.25 and less than 0.5, while this correlation is weak

in the genuine transactions the color is pale. Similar, in fraudulent transaction there

is a strong coloration between errorBalanceDest and amount , oldbalanceOrg

and newBalanceOrig with the value that range from -1.0 to -0.25 while in genuine

transactions, there is a weak correlation between errorBalanceDest and amount

and no correlation between errorBalanceDest and both oldbalanceOrg and new-

BalanceOrig.
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3.2.3 Preparing the Synthetic Dataset for Modelling

In order to test the data distribution, we divide the number of fraud transactions that

we stored in an object Xfraud by the number of total transactions that we stored in

an object X. The result shows the following:

skew = 0.002

The data is extremely skewed. In order to address this problem, we will oversam-

ple using SMOTE. Before applying oversampling, the counts in the genuine class is

193,538 while the counts in the fraud class is 5748. The oversampling will adjust the

minority class distribution by adding more samples to it. The numbers after applying

SMOTE are 1,933,538 for the genuine class and 1,933,538 for the fraud class.

3.2.4 Exploring and Analyzing the Real-World Dataset

The second dataset contains data from European credit card transactions. The

dataset has been collected and analysed through a research collaboration between

Worldline and the Machine Learning Group of ULB (Universit Libre de Bruxelles).

It contains 284,808 records that have been collected over two days in 2013.

In this dataset, each transaction has a Boolean label assigned that indicates

whether the transaction was in fact a fraudulent act. This labeling was performed by

a team of human investigators who monitored the stream of transactions in near-real

time. The dataset is highly unbalanced with the positive class (fraud) accounting

for 0.172% of all transactions. Most features have been renamed for privacy reasons.
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However, three features remain their names because they do not violate the privacy

policy: Time which contains the seconds elapsed between each transaction and the

first transaction in the dataset, Amount which is the amount of the transaction, and

Class which indicates if the transaction was fraud or genuine. Features V1, V2,...

V28 are the principal components obtained with PCA.

Table 3.1 shows specific descriptions for the two labels Genuine and Fraud

Distribution of the Two Classes
Description Genuine Fraud
Count 284315 492
Mean 94838.2 80746.8
std 47484.0 47835.3
min 0 406
25% 54230 41241.5
50% 84711 75568.5
75% 139333 128483
max 172792 170348

Table 3.1: Numeric Description for Genuine and Fraud classes

As we mentioned earlier, the data is highly unbalanced: there are 492 transactions

that were labeled as fraud and 284,315 as genuine transactions. Figure 3.7 contains

a plot that shows Fraudulent transactions and Genuine transactions from the Time

feature prospective.

Figure 3.7: Compare Fraudulent to Genuine transactions in time
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We can argue that fraudulent transactions are more uniformly distributed, while gen-

uine transactions have a cyclical distribution. This could make it easier to detect

a fraudulent transaction during at an off-peak time. Also, we can notice that there

is some disconnection in the fraud plot while it is continuous in the genuine which

could be related to the fact the fraud does not happens with any regularly genuine

transaction.

Figure 3.8 shows a plot of the fraud and genuine transactions from the perspective of

the Amount feature.

Figure 3.8: Fraudulent against Genuine transactions from the perspective Amount

Most transaction are Genuine transactions. They have continuous values start from

0 and reach 10,000. We can see few noncontinuous transactions with high values that

reach $25,691

On the other hand, the maximum number of Fraud transactions carry low amount

of money. The plot shows that the maximum amount of money a fraud transaction

achieved is less than $2,125.
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3.2.5 Visualizing the Real-World Dataset

We now take a closer look at the anonymized features in the second dataset by ex-

amining these features as a group using a correlation matrix, and then individually

using a histogram, we begin with the correlation matrix of all the features which is

shown in Figure 3.9

Figure 3.9: Correlation Matrix of the data

The blue color indicates the strong (positive) coloration between features. while

the strong pink color indicates negative coloration. upon that we can say, V17, V14,

V3, V12 and V10 are negatively correlated (notice the strong pink colour in the class

row). The lower the values for these features, the more likely the end result will be a

fraudulent transaction.

Positive Correlations: V2, V4, V11, and V19 tend to be positively correlated (notice

the light pale pink colour in the class row). As the more these features have higher

values, the more likely the end result will be a fraud transaction. Histograms for
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features (V1...V28) with the two classes (fraud and genuine) are shown in Figures

3.11-3.19

Figure 3.10: Distributions for Features V1,V2 and V3



55

Figure 3.11: Distributions for Features V4, V5 and V6
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Figure 3.12: Distributions for Features V7, V8 and V9
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Figure 3.13: Distribution for Features V10, V11 and V12
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Figure 3.14: Distribution for Features V13,V14 and V15
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Figure 3.15: Distribution for Features V16,V17 and V18
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Figure 3.16: Distribution for Features V19,V20 and V21
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Figure 3.17: Distribution for Features V22,V23 and V24
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Figure 3.18: Distribution for Features V25, V26,V27 and V28

The distributions for Features V1, V2, V3, V4, V5,V6, V7, V9, V10, V11, V12, V14,

V16, V17 and V18 are different for Genuine and Fraudulent cases. Thus, we can say
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that these features may carry important values that help determine if the transaction

is fraud or genuine.

On the other hand, Features V8, V13, V15, V19... V28 have similar distribution for

both labels which might imply these Features do not carry useful information that

might affect fraud detection and could consider removing them from the dataset.

3.2.6 Preparing the Real-World Dataset for Modelling

We calculated the counts of both Genuine and Fraud class using Python. The result

is shown in Figure 3.19.

Figure 3.19: Histogram shows the data is skewed

Looking at Figure 3.19 we can say that the data is extremely imbalanced. In this

case, we handle the imbalance problem using Random Undersampling. Once this

sampling technique has been selected, it is necessary to choose the sample size. Larger
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sample sizes increase the probability that a sample will be representative, but they

also eliminate much of the advantage of sampling. Conversely, with smaller sample

sizes, patterns may be missed or erroneous patterns can be detected [67]. We need

to determine a sample size that would guarantee, with high probability, the desired

outcome of good predictions. The result of Random Undersampling is shown in Figure

3.20 and 3.21:

Figure 3.20: Histogram shows the data is now equally distributed
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Figure 3.21: Correlation Matrix after sub-sampling

The correlation matrix above shows that the data now is fairly distributed compared to

the Correlation matrix in Figure 3.9. We see positive coloration (blue color) between

the class label and V2, V4 and V11. Our main aim is to know extreme outliers from

features that have a high correlation with our classes. This will have a positive impact

on the accuracy of our models.

3.3 Model Creation

Now the both datasets are prepared and ready for modelling, we will apply four dif-

ferent Machine Learning algorithms: Logistic Regression, Isolation Forest, Ensemble

method and Generative Adversarial Networks and to each dataset and compare the

results.
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3.3.1 First Model: Logistic Regression

The first model, Logistic Regression, uses Sigmoid function to deal with outliers.

To begin the discussion, we start with an explanation of the standard logistic function.

The logistic function is a Sigmoid function which map predicted values to probabilities

by mapping any real value into another value between 0 and 1. It is defined as [38]:

A plot of the function is shown in Figure 3.22 [38]:

Figure 3.22: S curve for logistic regression

Logistic regression uses an equation as the representation, very much like linear re-

gression

y =
e(b0+b1∗x)

1 + e(b0+b1∗x)
(3.4)
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Where input values x are combined linearly using weights or coefficient values (referred

to as the Greek capital letter Beta) to predict an output value y. b0 is the bias or

intercept term and b1 is the coefficient for the single input value x. Each column in

input data has an associated b coefficient (a constant real value) that must be learned

from training data.

When logistic regression model come across an outlier, it will detect it as shown

in Figure 3.23 [38].

Figure 3.23: Outliers in Logistic Regression

Figure 3.24 and Figure 3.25 show the model creation with the corresponding param-

eters for each dataset.

Figure 3.24: Logistic Regression Model, Synthetic Dataset
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Figure 3.25: Logistic Regression Model, Real-World Dataset

3.3.2 Second Model: Isolation Forest

As it is mentioned in Chapter 2, Isolation Forest is an unsupervised learning algorithm

that is commonly used in anomaly detection and scaled up to handle large, highly

dimensional datasets. The goal is to return the anomaly score of each sample using

the Isolation Forest algorithm [51]:

1- First, The Isolation Forest isolates observations by randomly selecting a feature.

2- Select a random split value between the maximum and minimum values of the

selected feature.

3- The recursive partitioning can be represented by a tree structure.

4- Repeat the splitting. The number of splits required to isolate a sample is equivalent

to the path length from the root node to the terminating node.

5- The path length, averaged over a forest of such random trees, is a measure of

normality and our decision function.



69

Random partitioning produces noticeably shorter paths for anomalies since fewer in-

stances of anomalies result in a smaller number of partitions (i.e. shorter paths in a

tree structure). Hence, when a forest of random trees collectively produces shorter

path lengths for particular samples, they are highly likely to be anomalies. [45]

Figure 3.26 illustrates the framework of the Isolation Forest algorithm [45]:

Figure 3.26: Illustration of Isolation Forest Algorithm

For each tree we get a sample of the data and then randomly select a dimension and

randomly pick a value in that dimension. After that, we draw a straight line through

the data at that value to split the data. We repeat until the tree is complete. We

need to generate multiple trees to get a forest. Usually, anomalies will be isolated in

only a few steps.
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3.3.3 Third Model: Ensemble Method

The third model relies on an Ensemble method discussed in Section 2. Figure 3.27

illustrated the proposed model. The proposed method consists of two main parts:

Feature Selection and Decision Forest construction. The first part includes creating a

training dataset, selecting the best and the most efficient features by using Extended

Wrapper method. The second part consists of dividing the dataset in several parts,

creating a decision tree for each part, scoring each tree, and then choosing the best

tree with the highest score in the decision forest.
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Figure 3.27: Third model: Ensemble Method, adapted from [30]
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3.3.3.1 Extended Wrapper Feature Selection

For this stage, the features are ranked based on the Chi-squared filter, Gain Ratio and

ReliefF. These filters are appropriate and efficient filters for feature rankings [14]. The

Chi-Squared Filter is a statistical test of independence to determine the dependency

of two variables and is based on the X2 statistics, it evaluates each feature based on

the class labels separately.

The Gain Ratio filter is used to maximize information gain and ReliefF is a sample

based filter that determines the volubility of a feature by repeated sampling and

considering the value of a feature for discriminating a sample from a neighboring

sample of a similar or a different class. Equations (3.4), (3.5), and (3.6) denote the

Chi-Squared, Gain Ratio, and ReliefF filters, respectively [59]

In (3.4), Oij is the resulting output when Eij is the target output. In (3.5), IG

denotes the information gain [14]. The ReliefF measure, as denoted in (3.6) randomly

selects an instance Ri and its k same class nearest neighbors, denoted by Hj and
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k different class nearest neighbors denoted by Mj(C). Then the ReliefF measure is

updated for attribute A using the above-mentioned subsets. The contribution for each

class is weighted with the prior probability of that class P(C).

The second term is to ensure that the contribution of each class is in the range

of [0, 1] and sums to 1 [59]. After the feature sets are created, the Chi-Squared, Gain

Ratio, and ReliefF filters are integrated, and for each training subset, a candidate

feature set is made. From the feature sets made by the three filters, the feature with

the highest rank is selected. In order to choose the best features of different subsets,

the candidate features of each subset that are selected based on their rank as classified

by the C4.51 decision tree. The accuracy of the classifier is then determined. In case

that accuracy of the classifier does not decrease, the feature is selected. However, if

the feature being studied decreases the accuracy of the classifier, the feature is not

selected, and the next feature is investigated (Pseudocode 1).

Algorithm 1 Selecting Best Features for each Phase

1: procedure Input: Dataset selected from candidate feature set; Out-
put: Selecting the best features.

2: Steps 2 to 6 are repeated until all of candidate features are investigated.
3: Classifier(C4.5) is made for each feature in candidate feature set.
4: Classifier accuracy is calculated.
5: The feature is selected and added to the best feature set if classifier accuracy

does not decrease.
6: Else the next feature is investigated.
7: End.

1 C4.5 is an algorithm used to generate a decision tree developed by Ross Quinlan. C4.5 is an
extension of Quinlan’s earlier ID3 algorithm. It became quite popular after ranking number 1 in the
Top 10 Algorithms in Data Mining
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3.3.3.2 Decision Forest

In this phase, the dataset with the selected features is divided into several non over-

lapping parts in order to create a decision forest (the number of parts in each decision

tree is different) and with no overlap. For each part, a cost-sensitive decision tree is

built. These types of trees take the misclassification costs (and possibly other types of

cost) into consideration. Each tree is then ranked based on precision and F-Measure

(a measure of test’s accuracy). In the decision forest, the tree with the highest score

is selected as the best one. For creating a cost-sensitive tree, the cost of each feature

is calculated using CS-Gini [11]. The false negative and false positive decision costs

are calculated using (3.7) and (3.8), respectively:

Where CN is the total cost of wrong classification of legal transactions, f shows the

number of frauds, n is the number of legal transactions, and the cost of a wrong

classification of fraudulent transactions (CFN) is equal to 1.

where CP is the total cost of a wrong classification for determining the transaction

known as fraudulent. Also, the cost of a wrong classification of legal transactions

(CFP) is 1.
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After calculating the total cost of wrong classifications, the lowest cost of a wrong

classification is selected as the feature cost using (3.9) [60]

Cost(A)=min(CN ,CP ) (3.9)

Then the Gain Ratio is calculated for each Feature A using (3.10) [30].

In this equation, W shows the importance level of the feature:

Rate(A)=2Gain(A)-1/(Cost (A)+1)W (3.10)

After calculating the Gain Ratio of each feature, the feature with the highest Gain

Ratio is selected as the root of the tree. For the next step, the algorithm of the

cost-sensitive decision tree is used, and the children of the root node are created. The

algorithm is repeated for each child and shown in the following pseudocode

Algorithm 2 Decision Forest

1: procedure Input: Dataset with best features; Output: The best cost
sensitive decision tree for fraud detection.

2: Steps 2 to 6 are repeated until a tree with high score is selected.
3: Training dataset is divided into several parts.
4: Cost sensitive decision tree is made for each part of dataset.
5: The tree with a high score between trees of decision forest is selected.
6: End.

Figure 3.28 shows the best features selected from the second dataset which would be

entered into the Decision Tree model.
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Figure 3.28: Most important features for the Real-World Dataset

Figure 3.28 shows that the most important features that has to be considered.

For this example, V17 decreases the most entropy, and hence the most useful when

splitting the plane. The decision tree will select splitting features in the order of most

useful.

We can see from Figure 3.28 the first 3 features have high importance then importance

reduced to half for the next 3 features then reduced again to the half for the 3 after

until it reached a point where features have approximately the same value of low

importance. The results and the accuracy of the model will be discussed in Chapter

4.

3.3.4 Fourth Model: Generative Adversarial Networks

As mentioned in Chapter 2, a GAN consists of two feed-forward neural networks: A

Generator G and a Discriminator D competing against each other with G producing
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new candidates and its adversary D evaluating their quality.

The general imbalance problem has been dealt with by devising modified clas-

sifiers or by preprocessing data before any classification algorithm is applied. The

purpose of training a GAN is to output mimicked minority class examples, which are

then merged with training data into an augmented training set so that the effective-

ness of a classifier can be improved [33]. Figure 3.29 that shows how Step 1 of the

GAN framework is applied:

Figure 3.29: Step 1 in GAN Framework, adapted from [33]

In Step 2, we compare the performance (using the same testing set) of C trained on

the augmented set(Ca) with the performance of the same discriminator trained on

the original training set (C0) [33]. Figure 3.30 and Figure 3.31 Show the Generator

G and the Discriminator D for the Synthetic dataset:
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Figure 3.30: Creating G model, Synthetic Dataset

Figure 3.31: Creating D model, Synthetic Dataset

The results of applying the GAN on the Synthetic dataset have been included in

Appendix B.

Figure 3.28 and Figure 3.29 show the Generator G and the Discriminator D for the

Real-World dataset.
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Figure 3.32: Creating G model, Real-World Dataset

Figure 3.33: Creating D model, Real-World Dataset

The results of applying GAN on the Real-World dataset is shown in Appendix C.
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3.4 Summary of Chapter 3

In this chapter, we explored the two datasets that we want to work on in details. We

explained the different preprocessing techniques that need to be applied before apply-

ing the algorithms or the two datasets then used visualization techniques to explain

the nature and the relationships of features in each dataset. We explained 4 different

models: Logistic Regression, Isolation Forest, Ensemble Method and Generative Ad-

versarial Networks separately and applied each one of them on the two datasets. We

show the results in Chapter 4.



81

Chapter 4

Results

The analysis presented in this chapter is based on the data obtained from running the

models as described in the previous chapter. Due to the size of results of the Gener-

ative Adversarial Networks, it has been summarized in this Chapter and included in

full in Appendix B and C.

4.1 Evaluating the Models

We use the following assessment measures to evaluate the proposed models.

4.1.1 Measurements

We use a Confusion Matrix to present our results. The following measures are cal-

culated based on the confusion matrix. Accuracy, Recall, Precision and F-score. The



82

Confusion Matrix shows the performance of the classification algorithm when assign-

ing input data to different classes (see table 4.1) [60].

Confusion Matrix
Positive(Genuine) Negative(Fraud)

Positive(Genuine) TruePositive(TP) FalseNegative(FN)
Negative(Fraud) FalsePositive(FP) TrueNegative(TN)

Table 4.1: Confusion Matrix

Recall =
TP

FN + TP
(4.1)

the Recall shows the efficiency of the classifier in detecting the actual fraudulent

transactions [60].

Precision =
TP

Tp+ FP
(4.2)

The Precision shows how reliable is the output form [60]

F −Measure =
2 ∗Recall ∗ Precision
Recall + Precision

(4.3)

The F-measure(F-score) is the harmonic mean of Recall and Precision measures [60].

Accuracy =
TP + TN

Tp+ FP + TN + FN
(4.4)

Accuracy provides the proportion of the total number of correctly identified objects

that belong to the class. Although this measurement is generally acceptable, it does

not work well if the number of negative cases is too high compared to the positive

cases [42].
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The F-measure is a more reliable measure for evaluating data mining systems with

imbalanced classes because it is the harmonic mean of Recall and Precision measures.

Therefore, this score takes both false positives and false negatives into account. Using

the F-measure, both the TP and TN measures are equally treated when we have an

unbalanced dataset.

4.1.2 General Evaluation

Each dataset is divided into training data and testing data. The test size is 0.3, which

means that 70% of the data is used as training data while the remaining 30% is used

as test data. Then each model is generated on the training data and evaluated on the

test data.

4.1.3 Evaluation of the First Model (Logistic Regression)

The result of applying a Logistic Regression model on the Synthetic dataset is shown

in Figure 4.1.
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Figure 4.1: Logistic Regression accuracy and ROC curve, Synthetic Dataset,
Model 1

For this Model, we used ROC Curve to compare the True Positive Rate vs False

Positive Rate as well as calculating the AUC. The ROC is a measure of precision

and recall at a particular threshold value whereas AUC is the area under the ROC

curve. Taking into consideration that the closer the curve follows the left-hand border

and then the top border of the ROC space, the more accurate the test is. On the

contrary, the closer the curve comes to the 45-degree diagonal of the ROC space, the

less accurate the test. To classify an instance with a regression model, the model

first computes the probabilities of either class. If the probability of positive class is

higher than a chosen threshold, this instance will be marked positive, and vice versa.

Looking at Figure 4.1, the ROC curve is high and close to the left-hand border which

indicates that the accuracy is high, and the calculation of the AUC gives a value of

0.94 which means the accuracy of this model is 94%.
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The Confusion Matrix for the Synthetic dataset, shown in Figure 4.2, shows that 1401

transactions have been correctly predicted as genuine, and 64 are incorrectly predicted

as genuine transactions. The number of correctly predicted fraudulent transactions is

2374 while the number of incorrectly predicted fraudulent transactions is 1089.

Figure 4.2: Confusion Matrix- Synthetic Dataset- Model 1

Figure 4.3 below shows the Confusion Matrix after applying Logistic Regression on

the Real-World dataset:



86

Figure 4.3: Confusion Matrix- Real-World Dataset- Model 1

Figure 4.21 shows the results of Accuracy, Precision, Recall, TN, FN, TP, FP. The

results were calculated using Python. It shows that Model 1 achieves accuracy of

99.4%

Figure 4.4: Calculations- Real-World Dataset- Model 1

The results of the ROC curve for the Real-World dataset is shown in Figure 4.5:
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Figure 4.5: Logistic Regression ROC Curve- Real-World dataset- Model 1

The ROC curve starts with a big rise from the left-hand side until it reaches 0.9 then

it starts to increase slowly until it reaches 0.976 which represents the accuracy of the

model.

4.1.4 Evaluation of the Second Model (Isolation Forest)

To evaluate the second model, we will use AUC, f1 score (F1-Measure) and a Confu-

sion Matrix.

The AUC or Area Under Curve is used in classification analysis in order to determine

which of the used models predicts the classes best. An example of its application is

ROC curves. Here, we use the ROC AUC score to check the accuracy of the model.
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Figure 4.6: Accuracy and f1-score- Synthetic Dataset- Model 2

Figure 4.7: Confusion Matrix- Synthetic dataset- Model 2

The AUC score for the Real-World dataset was approximately 69%, with a F1 score

around 0.049.

Usually if F1 score is high, both precision and recall of the classifier indicate good

results. Here, the F1 score is close to 0 which indicates that the results are not good.

We can not depend on F1 score for the last decision so we will use the Confusion Matrix

for more details. The Confusion Matrix shows that Model 2 gives the numbers of the

correctly predicted Genuine transactions as 788,237, while the number of false Genuine

transactions is 1329. Similarly, the number of correctly predicted fraud transactions

is 40,390 while the number of incorrectly predicted fraud transactions is 1167. These

numbers are considered to be good overall results.
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The accuracy achieved in the Real-World dataset is shown in figure 4.8:

Figure 4.8: Accuracy and F-score- Real-World Dataset- Model 2

The AUC score for the Real-World dataset was approximately 91% accuracy which

is high compared to the accuracy for the Synthetic dataset. The F1 score is roughly

0.05 which also consider to be bad because is close to 0. Figure 4.9 shows the Con-

fusion Matrix for the Real-World dataset. As we can see, the number of correctly

predicted Genuine transactions are 81153 while the number of incorrectly predicted

Genuine transactions are only 17. Similarly, the number of correctly predicted fraud

transactions is 4154 while the number of incorrectly predicted fraud transactions is

119. The Confusion Matrix shows good results which lead us to say that Model 2

gives good predicted results.

Figure 4.9: Confusion Matrix- Real-World Dataset- Model 2
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4.1.5 Evaluation of the Third Model (Ensemble Method)

The results of applying the Ensemble Method are shown in Figure 4.10and Figure

4.13 for the two datasets respectively.

Figure 4.10: Confusion Matrix- Synthetic Dataset- Model 1

The Confusion Matrix shows that the Ensemble Method has resulted in 552424 true

positive predictions (i.e. transactions that were genuine and were predicted to be

genuine), and 827 true negative predictions, (i.e. transactions that were fraud and

were predicted to be fraud fraud). However, the Ensemble method has also predicted

809 transactions as genuine which there were not and 22 transactions as fraudulent

which also were actually genuine.

Figure 4.11 shows applying the instruction in Python to extract the accuracy number

that the Ensemble method could achieve from the testing set. This number considered

to be the best overall score.
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Figure 4.11: Accuracy- Synthetic dataset- Model 1

The accuracy score for the tree is 99.85% and this is before applying a 10-fold Cross

Validation. The results after applying 10-fold Cross Validation are:

Figure 4.12: 10 Cross Validation- Synthetic dataset- Model 1

The accuracy of the model is the average of the accuracy of each fold. The accuracy

of each fold ranges between 99.840% and 99.850% which indicates that the Ensemble

Method achieves a high accuracy of prediction.

As for the World dataset, checking the accuracy is also done by using the Tree

Score, Confusion Matrix, and a 10-fold Cross Validation. The results are shown in

4.13:
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Figure 4.13: Confusion Matrix- Real-World Dataset- Model 1

The Confusion Matrix indicates that the number of TP are 284,292 which means

that the method has predicted these genuine transactions as genuine, and the total

number of TN fraud are 37. On the other hand, 23 transactions were predicted as

genuine while they were actually fraud and 455 were fraud while they were predicted

as genuine.

Figure 4.14 shows applying the instruction in Python to extract the accuracy score

that the Ensemble method could achieve from the testing set. This number considered

to be the best overall score.

Figure 4.14: Accuracy- Real-World Dataset- Model 1
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The accuracy scores 99.93%, and when applying 10 fold Cross Validation, the accuracy

of each fold ranges between 99.8% and 99.9% which indicates that the Ensemble

Method achieves a high accuracy of prediction in this dataset too.

Figure 4.15: 10 Cross Validation- Real-World Dataset- Model 2

4.1.6 Evaluation of the Fourth Model (Generative Adversar-

ial Network)

The results of GAN for the Synthetic and Real-World dataset are in Appendices B and

C respectively. For each dataset 5000 epochs were selected . Initially, the accuracy

is about 43% for the Synthetic dataset and 50% for the second one, after that the

accuracy starts to increase with the number of epochs. When the model reaches

Epoch 40, the accuracy reaches 75% for the Synthetic dataset and 50% for the second

because the model starts to learn how to predict better.

Our results indicate that the higher number of iterations, the better are the results.

For example, from Figure 4.16 and 4.17 by the time we reach Epoch 500, the accuracy

is between 98% and 100% in the synthetic dataset and between 75% and 81% for the
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second respectively. The reason behind the improvement is that the model learnt how

to predict correctly.

Figure 4.16: Plot the prediction accuracy across epochs- Synthetic Dataset, Model
4

Figure 4.17: Plot the prediction accuracy across epochs- Real-World Dataset,
Model 4

The accuracy continues to increase until it reaches between 98% and 100% by Epochs

1500-3000 for both datasets. Figures 4.18 and Figure 4.19 show the highest accuracy

achieved for both datasets.
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Figure 4.18: Plot the prediction accuracy across epochs- Synthetic Dataset, Model
4

Figure 4.19: Plot the prediction accuracy across epochs- Real-World Dataset,
Model 4

Then The accuracy starts to decrease by the time we reach Epoch 3800 in the Syn-

thetic dataset and Epoch 4800 in the second dataset. The reason for these decrements

in accuracy might be due to the fact that a large number of Epochs may result in

overfitting. This can be seen in Figures 4.20 and 4.21:
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Figure 4.20: Plot the prediction accuracy across epochs- Synthetic Dataset- Model
4

Figure 4.21: Plot the prediction accuracy across epochs- Real-World Dataset,
Model 4

4.2 Summary of Chapter 4

The four models have shown good overall results. The first model generates excellent

results for the two datasets. in this model, I used ROC curve as an extra measure to
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guarantee that ROC is giving good same results as Accuracy, Precision and Confu-

sion Matrix. In addition, the computation was not long in this model. The second

model gave average result on the Synthetic dataset as the accuracy reached 69% and

good result on the Real-World dataset as the accuracy reached 91%. this might be

due to the nature of the dataset, specifically the size of the data. Also, computation

on both datasets was long.

The third model gave good results in the beginning then it stayed stable for

some epochs but finally we notice remarkable decrements as the accuracy started to

decrease after a number of epochs. The reason for these decrements in accuracy might

be due to the fact that a large number of Epochs may result in overfitting.

Model 4 gave excellent results for both datasets. The accuracy for Model 4 on

both datasets was around 99.8%. Also, the 10 fold Cross Validation achieved good

results that ranged around 99.8% in each split.

Table 4.2 and Table 4.3 show numeric descriptions of each model for both

datasets. The tables include the accuracy, recall, positive predicted values and nega-

tive predicted values achievements for each model.

Synthetic Dataset
Models Accuracy Recall PPV NPV
Logistic Regression 94% 0.9737 2374 1401
Isolation Forest 69% 0.951 788237 1167
Ensemble Method 99.85% 0.999 552424 827
GAN 98% NA NA NA

Table 4.2: Numeric Description of the results for Real-World dataset
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Real-World dataset
Models Accuracy Recall PPV NPV
Logistic Regression 97% 0.8265 56575 81
Isolation Forest 91% 0.998 81153 119
Ensemble Method 99.93% 0.998 284292 455
GAN 96% NA NA NA

Table 4.3: Numeric Description of the results for Real-World dataset
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Chapter 5

Conclusions and Future Work

In this work, we applied four different models to two datasets to determine their ef-

fectiveness in detecting fraud. The first dataset is a synthetic dataset that contains

around 23 million records and 11 columns. The data provided has the financial trans-

action data as well as the target variable ’isFraud’, which is the actual fraud status

of the transaction and ’isFlaggedFraud’, which is the indicator the simulation uses to

flag the transaction using some threshold. The second dataset contains data from Eu-

ropean credit-card transactions. It contains 284,808 records that have been collected

over two days in 2013.

For preparation of the datasets, they first required preprocessing, after which

several attributes in each dataset had to be ignored as those are not carrying useful

information for the analysis. We also found that the data in datasets were highly
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imbalanced. SMOTE was used to handle the imbalanced problem of Synthetic dataset

and random undersampling was applied to the second one.

The first model obtained an accuracy of 94% on the Synthetic dataset and 97%

on the Real-World.

The second model, Isolation Forest, obtained an accuracy of 69% on the Synthetic

dataset and 91% for on the Real-World one. The reason that lies behind the difference

in the result might be related to the different sizes of the datasets.

The third model utilized was the Extended Features Ensemble Method. This model

achieved an accuracy of 99% for each dataset. In addition, 10-fold Cross Validation

showed an accuracy of 99.8% and 99.9% respectively for each dataset.

Model four , Generative Adversarial Networks, obtained an overall accuracy of 43%

on the Synthetic dataset and 50% on the Real-World with a small number of epochs.

However, the model was able to obtain 99% for each dataset during the operation when

the number of epochs increased to about 2900. This could be related to overfitting.

The solution then is to decrease the number of epochs when rerunning the model.

In comparing the four models, we conclude the following:

• All four models seem to work properly in detecting fraud.

• Logistic Regression seems to be a good approach as it gives good results with

less computational effort.

• Isolation Forest works well when the dataset is preprocessed appropriately.

• Ensemble Methods is the model that achieved the highest accuracy.
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• GAN has great accuracy but requires a high number of epochs However, using

many epochs might lead to the problem of overfitting.

5.1 Future work

We applied four different models to detect fraud, However, there are many other

Machine Learning techniques that could still be applied for fraud detection.

An alternative is to use Extended Isolation Forest as an alternative to the regular

Isolation Forest. Thus, instead of selecting a random feature and then a random value

within the range of data it selects a random slope for the branch cut. The Extended

Isolation Forest relies on the use of hyperplanes with random slopes (non-axis-parallel)

for splitting the data in creating the binary search trees.

One extension to the Feature Ensemble Method would be to use other methods for

selecting features, such as such as majority voting as well as applying other cost

sensitive learning approaches such as Meta Learning. An example would be Empirical

Thresholding.

An improvement of GAN might be achieved by reducing the epochs by using an

optimiser such as Adam (0.0002, 0.5). Using Wasserstein GAN (WGAN) could also

be an alternative to traditional GAN training. WGAN can improve the stability of

learning, remove problems such as mode collapse, and provide meaningful learning

curves that are useful for debugging and hyperparameter searches.
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It may also be interesting for future work to apply our four models on other datasets

which could open the door for more conclusions that predict better solutions.
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Appendix A

Python code

A.1 Exploratory analysis for the first dataset
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A.2 Applying Isolation forest
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Appendix B

Results of applying GAN on the

first dataset

0 [D loss: 0.388372, acc: 46.88%, op_acc: 34.38%] [G loss: 0.980453]

Epoch: 0, F1: 0.00395, F1P: 0

1 [D loss: 0.369019, acc: 65.62%, op_acc: 46.88%] [G loss: 1.029450]

2 [D loss: 0.383596, acc: 59.38%, op_acc: 28.12%] [G loss: 1.036421]

3 [D loss: 0.402863, acc: 50.00%, op_acc: 40.62%] [G loss: 1.055181]

4 [D loss: 0.387442, acc: 50.00%, op_acc: 34.38%] [G loss: 0.878463]

5 [D loss: 0.392806, acc: 62.50%, op_acc: 25.00%] [G loss: 1.259656]

6 [D loss: 0.395202, acc: 56.25%, op_acc: 37.50%] [G loss: 1.054989]
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7 [D loss: 0.401006, acc: 56.25%, op_acc: 31.25%] [G loss: 1.006198]

8 [D loss: 0.377026, acc: 56.25%, op_acc: 31.25%] [G loss: 1.003893]

9 [D loss: 0.419331, acc: 53.12%, op_acc: 18.75%] [G loss: 1.079152]

10 [D loss: 0.389829, acc: 43.75%, op_acc: 40.62%] [G loss: 1.005554]

Epoch: 10, F1: 0.00379, F1P: 1

11 [D loss: 0.393789, acc: 65.62%, op_acc: 43.75%] [G loss: 0.986814]

12 [D loss: 0.396514, acc: 53.12%, op_acc: 31.25%] [G loss: 1.148525]

13 [D loss: 0.390434, acc: 50.00%, op_acc: 25.00%] [G loss: 1.019702]

14 [D loss: 0.355913, acc: 56.25%, op_acc: 40.62%] [G loss: 0.930842]

15 [D loss: 0.366537, acc: 50.00%, op_acc: 28.12%] [G loss: 1.138922]

16 [D loss: 0.366608, acc: 59.38%, op_acc: 28.12%] [G loss: 1.020915]

17 [D loss: 0.378144, acc: 71.88%, op_acc: 34.38%] [G loss: 1.129293]

18 [D loss: 0.397328, acc: 65.62%, op_acc: 40.62%] [G loss: 1.050206]

19 [D loss: 0.362097, acc: 68.75%, op_acc: 37.50%] [G loss: 1.080697]

20 [D loss: 0.385284, acc: 65.62%, op_acc: 28.12%] [G loss: 1.174599]

Epoch: 20, F1: 0.00384, F1P: 2

21 [D loss: 0.368288, acc: 65.62%, op_acc: 31.25%] [G loss: 1.096186]

22 [D loss: 0.377095, acc: 68.75%, op_acc: 40.62%] [G loss: 0.980444]

23 [D loss: 0.358401, acc: 65.62%, op_acc: 34.38%] [G loss: 0.872729]

24 [D loss: 0.379310, acc: 62.50%, op_acc: 21.88%] [G loss: 1.039133]

25 [D loss: 0.387150, acc: 53.12%, op_acc: 37.50%] [G loss: 1.100781]

26 [D loss: 0.401239, acc: 59.38%, op_acc: 34.38%] [G loss: 1.017507]

27 [D loss: 0.363280, acc: 78.12%, op_acc: 37.50%] [G loss: 1.017547]
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28 [D loss: 0.391747, acc: 65.62%, op_acc: 31.25%] [G loss: 1.025161]

29 [D loss: 0.377832, acc: 56.25%, op_acc: 53.12%] [G loss: 0.951055]

30 [D loss: 0.385409, acc: 68.75%, op_acc: 34.38%] [G loss: 1.022846]

Epoch: 30, F1: 0.00379, F1P: 3

31 [D loss: 0.346957, acc: 81.25%, op_acc: 31.25%] [G loss: 1.100900]

32 [D loss: 0.346846, acc: 84.38%, op_acc: 28.12%] [G loss: 1.070017]

33 [D loss: 0.368737, acc: 75.00%, op_acc: 31.25%] [G loss: 1.259647]

34 [D loss: 0.370361, acc: 75.00%, op_acc: 28.12%] [G loss: 1.074761]

35 [D loss: 0.368185, acc: 65.62%, op_acc: 37.50%] [G loss: 0.992247]

36 [D loss: 0.375514, acc: 59.38%, op_acc: 34.38%] [G loss: 1.086171]

37 [D loss: 0.343374, acc: 68.75%, op_acc: 43.75%] [G loss: 0.952512]

38 [D loss: 0.372462, acc: 71.88%, op_acc: 28.12%] [G loss: 1.072056]

39 [D loss: 0.359133, acc: 75.00%, op_acc: 15.62%] [G loss: 1.113323]

40 [D loss: 0.379296, acc: 62.50%, op_acc: 31.25%] [G loss: 1.006910]

Epoch: 40, F1: 0.00353, F1P: 4

41 [D loss: 0.343790, acc: 78.12%, op_acc: 37.50%] [G loss: 1.028478]

42 [D loss: 0.349871, acc: 75.00%, op_acc: 28.12%] [G loss: 1.014985]

43 [D loss: 0.347341, acc: 71.88%, op_acc: 25.00%] [G loss: 1.011410]

44 [D loss: 0.366187, acc: 62.50%, op_acc: 31.25%] [G loss: 0.930188]

45 [D loss: 0.349913, acc: 59.38%, op_acc: 31.25%] [G loss: 1.093007]

46 [D loss: 0.351341, acc: 71.88%, op_acc: 43.75%] [G loss: 1.265074]

47 [D loss: 0.388178, acc: 71.88%, op_acc: 31.25%] [G loss: 1.103547]

48 [D loss: 0.367320, acc: 84.38%, op_acc: 31.25%] [G loss: 0.995281]
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49 [D loss: 0.382987, acc: 75.00%, op_acc: 28.12%] [G loss: 1.090960]

50 [D loss: 0.344763, acc: 81.25%, op_acc: 34.38%] [G loss: 1.038033]

Epoch: 50, F1: 0.00398, F1P: 5

51 [D loss: 0.386140, acc: 62.50%, op_acc: 28.12%] [G loss: 1.064941]

52 [D loss: 0.343318, acc: 81.25%, op_acc: 46.88%] [G loss: 1.109327]

53 [D loss: 0.353072, acc: 75.00%, op_acc: 40.62%] [G loss: 1.227325]

54 [D loss: 0.370626, acc: 84.38%, op_acc: 12.50%] [G loss: 1.003191]

55 [D loss: 0.382076, acc: 81.25%, op_acc: 46.88%] [G loss: 1.095547]

56 [D loss: 0.351825, acc: 75.00%, op_acc: 34.38%] [G loss: 1.031944]

57 [D loss: 0.408638, acc: 68.75%, op_acc: 34.38%] [G loss: 1.022736]

58 [D loss: 0.371044, acc: 78.12%, op_acc: 40.62%] [G loss: 1.061581]

59 [D loss: 0.349691, acc: 68.75%, op_acc: 43.75%] [G loss: 1.226901]

60 [D loss: 0.363641, acc: 65.62%, op_acc: 31.25%] [G loss: 1.175121]

Epoch: 60, F1: 0.00384, F1P: 6

61 [D loss: 0.350298, acc: 75.00%, op_acc: 34.38%] [G loss: 1.204234]

62 [D loss: 0.355099, acc: 81.25%, op_acc: 21.88%] [G loss: 1.083098]

63 [D loss: 0.342901, acc: 87.50%, op_acc: 31.25%] [G loss: 1.060907]

64 [D loss: 0.351833, acc: 87.50%, op_acc: 40.62%] [G loss: 1.164078]

65 [D loss: 0.366630, acc: 78.12%, op_acc: 25.00%] [G loss: 1.064986]

66 [D loss: 0.356171, acc: 71.88%, op_acc: 37.50%] [G loss: 1.027031]

67 [D loss: 0.368864, acc: 75.00%, op_acc: 37.50%] [G loss: 1.003442]

68 [D loss: 0.342178, acc: 78.12%, op_acc: 31.25%] [G loss: 1.086747]

69 [D loss: 0.357443, acc: 75.00%, op_acc: 34.38%] [G loss: 1.095957]
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70 [D loss: 0.330776, acc: 84.38%, op_acc: 31.25%] [G loss: 1.173773]

Epoch: 70, F1: 0.00413, F1P: 7

71 [D loss: 0.347356, acc: 84.38%, op_acc: 28.12%] [G loss: 1.204525]

72 [D loss: 0.350473, acc: 90.62%, op_acc: 40.62%] [G loss: 1.083327]

73 [D loss: 0.354294, acc: 71.88%, op_acc: 31.25%] [G loss: 1.110950]

74 [D loss: 0.353295, acc: 78.12%, op_acc: 34.38%] [G loss: 1.208734]

75 [D loss: 0.359541, acc: 81.25%, op_acc: 25.00%] [G loss: 0.994025]

76 [D loss: 0.370640, acc: 75.00%, op_acc: 28.12%] [G loss: 1.188369]

77 [D loss: 0.361537, acc: 71.88%, op_acc: 28.12%] [G loss: 1.109946]

78 [D loss: 0.340829, acc: 84.38%, op_acc: 25.00%] [G loss: 1.104137]

79 [D loss: 0.363370, acc: 84.38%, op_acc: 50.00%] [G loss: 1.043749]

80 [D loss: 0.353581, acc: 84.38%, op_acc: 34.38%] [G loss: 1.198173]

Epoch: 80, F1: 0.00406, F1P: 8

81 [D loss: 0.330877, acc: 81.25%, op_acc: 37.50%] [G loss: 1.156768]

82 [D loss: 0.329835, acc: 87.50%, op_acc: 25.00%] [G loss: 1.124117]

83 [D loss: 0.328976, acc: 90.62%, op_acc: 34.38%] [G loss: 1.157781]

84 [D loss: 0.338179, acc: 84.38%, op_acc: 37.50%] [G loss: 1.229280]

85 [D loss: 0.317814, acc: 84.38%, op_acc: 28.12%] [G loss: 1.287171]

86 [D loss: 0.357675, acc: 75.00%, op_acc: 34.38%] [G loss: 1.102918]

87 [D loss: 0.358966, acc: 81.25%, op_acc: 46.88%] [G loss: 1.174587]

88 [D loss: 0.327095, acc: 87.50%, op_acc: 37.50%] [G loss: 1.115591]

89 [D loss: 0.349651, acc: 87.50%, op_acc: 34.38%] [G loss: 1.100403]

90 [D loss: 0.328115, acc: 71.88%, op_acc: 31.25%] [G loss: 1.086079]
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Epoch: 90, F1: 0.00420, F1P: 9

91 [D loss: 0.338331, acc: 78.12%, op_acc: 25.00%] [G loss: 1.176208]

92 [D loss: 0.336712, acc: 87.50%, op_acc: 40.62%] [G loss: 1.166511]

93 [D loss: 0.329621, acc: 90.62%, op_acc: 37.50%] [G loss: 1.216025]

94 [D loss: 0.336393, acc: 81.25%, op_acc: 28.12%] [G loss: 1.091293]

95 [D loss: 0.325472, acc: 81.25%, op_acc: 31.25%] [G loss: 1.289682]

96 [D loss: 0.307790, acc: 96.88%, op_acc: 37.50%] [G loss: 1.028445]

97 [D loss: 0.334575, acc: 84.38%, op_acc: 43.75%] [G loss: 1.089767]

98 [D loss: 0.374130, acc: 81.25%, op_acc: 28.12%] [G loss: 1.270608]

99 [D loss: 0.361722, acc: 84.38%, op_acc: 37.50%] [G loss: 1.168599]

100 [D loss: 0.339357, acc: 84.38%, op_acc: 46.88%] [G loss: 1.205003]

Epoch: 500, F1: 0.00575, F1P: 50

501 [D loss: 0.227786, acc: 100.00%, op_acc: 65.62%] [G loss: 1.94442]

502 [D loss: 0.222472, acc: 96.88%, op_acc: 62.50%] [G loss: 2.028450]

503 [D loss: 0.228585, acc: 96.88%, op_acc: 65.62%] [G loss: 1.819132]

504 [D loss: 0.238264, acc: 96.88%, op_acc: 59.38%] [G loss: 1.916777]

505 [D loss: 0.222891, acc: 100.00%, op_acc: 71.88%] [G loss: 2.13247]

506 [D loss: 0.221938, acc: 100.00%, op_acc: 62.50%] [G loss: 2.09477]

507 [D loss: 0.212873, acc: 100.00%, op_acc: 62.50%] [G loss: 2.00776]

508 [D loss: 0.220372, acc: 100.00%, op_acc: 78.12%] [G loss: 1.89579]

509 [D loss: 0.223827, acc: 96.88%, op_acc: 62.50%] [G loss: 1.914884]

510 [D loss: 0.239364, acc: 96.88%, op_acc: 78.12%] [G loss: 2.038812]
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Epoch: 510, F1: 0.00597, F1P: 51

511 [D loss: 0.228686, acc: 100.00%, op_acc: 65.62%] [G loss: 2.06582]

512 [D loss: 0.233719, acc: 100.00%, op_acc: 62.50%] [G loss: 2.15259]

513 [D loss: 0.226409, acc: 96.88%, op_acc: 71.88%] [G loss: 1.870960]

514 [D loss: 0.221831, acc: 100.00%, op_acc: 65.62%] [G loss: 2.24392]

515 [D loss: 0.215504, acc: 100.00%, op_acc: 62.50%] [G loss: 2.11453]

516 [D loss: 0.221144, acc: 100.00%, op_acc: 46.88%] [G loss: 2.02267]

517 [D loss: 0.210474, acc: 100.00%, op_acc: 65.62%] [G loss: 2.18487]

518 [D loss: 0.222838, acc: 100.00%, op_acc: 59.38%] [G loss: 1.95171]

519 [D loss: 0.222735, acc: 96.88%, op_acc: 50.00%] [G loss: 1.847033]

520 [D loss: 0.228960, acc: 96.88%, op_acc: 59.38%] [G loss: 2.156384]

Epoch: 520, F1: 0.00595, F1P: 52

521 [D loss: 0.232600, acc: 100.00%, op_acc: 62.50%] [G loss: 2.06668]

522 [D loss: 0.231438, acc: 96.88%, op_acc: 56.25%] [G loss: 2.109175]

523 [D loss: 0.208763, acc: 100.00%, op_acc: 59.38%] [G loss: 2.03060]

524 [D loss: 0.226587, acc: 96.88%, op_acc: 65.62%] [G loss: 2.037552]

525 [D loss: 0.216548, acc: 96.88%, op_acc: 75.00%] [G loss: 1.821892]

526 [D loss: 0.217384, acc: 100.00%, op_acc: 53.12%] [G loss: 1.99881]

527 [D loss: 0.226414, acc: 96.88%, op_acc: 62.50%] [G loss: 1.896370]

528 [D loss: 0.222758, acc: 96.88%, op_acc: 71.88%] [G loss: 2.202181]

529 [D loss: 0.219848, acc: 100.00%, op_acc: 56.25%] [G loss: 2.17375]

530 [D loss: 0.229850, acc: 96.88%, op_acc: 65.62%] [G loss: 2.291156]

Epoch: 530, F1: 0.00593, F1P: 53
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531 [D loss: 0.215865, acc: 100.00%, op_acc: 62.50%] [G loss: 2.04281]

532 [D loss: 0.197289, acc: 100.00%, op_acc: 65.62%] [G loss: 2.02647]

533 [D loss: 0.219943, acc: 96.88%, op_acc: 62.50%] [G loss: 1.990584]

534 [D loss: 0.224672, acc: 100.00%, op_acc: 59.38%] [G loss: 2.01251]

535 [D loss: 0.209343, acc: 100.00%, op_acc: 75.00%] [G loss: 1.84384]

536 [D loss: 0.227330, acc: 100.00%, op_acc: 65.62%] [G loss: 2.36470]

537 [D loss: 0.233489, acc: 93.75%, op_acc: 65.62%] [G loss: 2.018972]

538 [D loss: 0.207773, acc: 100.00%, op_acc: 71.88%] [G loss: 2.08678]

539 [D loss: 0.216393, acc: 96.88%, op_acc: 59.38%] [G loss: 2.111537]

540 [D loss: 0.218380, acc: 100.00%, op_acc: 50.00%] [G loss: 1.61455]

Epoch: 540, F1: 0.00586, F1P: 54

541 [D loss: 0.236222, acc: 100.00%, op_acc: 75.00%] [G loss: 2.05690]

542 [D loss: 0.215652, acc: 100.00%, op_acc: 68.75%] [G loss: 2.31078]

543 [D loss: 0.211352, acc: 100.00%, op_acc: 65.62%] [G loss: 2.01894]

544 [D loss: 0.211999, acc: 100.00%, op_acc: 65.62%] [G loss: 1.92498]

545 [D loss: 0.211139, acc: 100.00%, op_acc: 59.38%] [G loss: 2.41046]

546 [D loss: 0.196815, acc: 100.00%, op_acc: 75.00%] [G loss: 2.12359]

547 [D loss: 0.221216, acc: 100.00%, op_acc: 65.62%] [G loss: 2.00521]

548 [D loss: 0.242913, acc: 96.88%, op_acc: 56.25%] [G loss: 2.267944]

549 [D loss: 0.216693, acc: 96.88%, op_acc: 65.62%] [G loss: 2.081550]

550 [D loss: 0.196163, acc: 100.00%, op_acc: 78.12%] [G loss: 2.22762]

Epoch: 550, F1: 0.00597, F1P: 55

551 [D loss: 0.220153, acc: 100.00%, op_acc: 62.50%] [G loss: 2.11286]
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552 [D loss: 0.228732, acc: 100.00%, op_acc: 65.62%] [G loss: 2.12226]

553 [D loss: 0.213657, acc: 96.88%, op_acc: 59.38%] [G loss: 2.013509]

554 [D loss: 0.212929, acc: 100.00%, op_acc: 68.75%] [G loss: 2.05641]

555 [D loss: 0.213805, acc: 96.88%, op_acc: 75.00%] [G loss: 1.986143]

556 [D loss: 0.201757, acc: 100.00%, op_acc: 68.75%] [G loss: 2.15366]

557 [D loss: 0.224333, acc: 100.00%, op_acc: 68.75%] [G loss: 2.00466]

558 [D loss: 0.224054, acc: 100.00%, op_acc: 71.88%] [G loss: 2.16446]

559 [D loss: 0.206841, acc: 100.00%, op_acc: 75.00%] [G loss: 2.12076]

560 [D loss: 0.217000, acc: 93.75%, op_acc: 65.62%] [G loss: 2.067472]

Epoch: 560, F1: 0.00593, F1P: 56

561 [D loss: 0.216138, acc: 96.88%, op_acc: 53.12%] [G loss: 2.264142]

562 [D loss: 0.219940, acc: 96.88%, op_acc: 78.12%] [G loss: 2.085659]

563 [D loss: 0.228012, acc: 96.88%, op_acc: 62.50%] [G loss: 2.073871]

564 [D loss: 0.199266, acc: 100.00%, op_acc: 65.62%] [G loss: 1.99099]

565 [D loss: 0.216650, acc: 100.00%, op_acc: 68.75%] [G loss: 2.05356]

566 [D loss: 0.213854, acc: 100.00%, op_acc: 65.62%] [G loss: 2.21450]

567 [D loss: 0.214523, acc: 100.00%, op_acc: 71.88%] [G loss: 2.19261]

568 [D loss: 0.212049, acc: 100.00%, op_acc: 65.62%] [G loss: 2.35149]

569 [D loss: 0.222211, acc: 100.00%, op_acc: 65.62%] [G loss: 2.00050]

570 [D loss: 0.224943, acc: 93.75%, op_acc: 84.38%] [G loss: 1.878095]

Epoch: 570, F1: 0.00592, F1P: 57

571 [D loss: 0.213443, acc: 100.00%, op_acc: 62.50%] [G loss: 2.29339]

572 [D loss: 0.223650, acc: 100.00%, op_acc: 78.12%] [G loss: 2.02655]
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573 [D loss: 0.220934, acc: 96.88%, op_acc: 81.25%] [G loss: 2.256332]

574 [D loss: 0.219788, acc: 96.88%, op_acc: 75.00%] [G loss: 2.189319]

575 [D loss: 0.213233, acc: 96.88%, op_acc: 71.88%] [G loss: 2.112656]

576 [D loss: 0.205963, acc: 100.00%, op_acc: 84.38%] [G loss: 2.09018]

577 [D loss: 0.214882, acc: 96.88%, op_acc: 75.00%] [G loss: 2.081645]

578 [D loss: 0.215297, acc: 100.00%, op_acc: 62.50%] [G loss: 1.96156]

579 [D loss: 0.208544, acc: 100.00%, op_acc: 62.50%] [G loss: 2.19218]

580 [D loss: 0.204190, acc: 96.88%, op_acc: 78.12%] [G loss: 2.036752]

Epoch: 580, F1: 0.00586, F1P: 58

581 [D loss: 0.215754, acc: 100.00%, op_acc: 68.75%] [G loss: 2.31270]

582 [D loss: 0.221348, acc: 96.88%, op_acc: 68.75%] [G loss: 2.143085]

583 [D loss: 0.205514, acc: 100.00%, op_acc: 81.25%] [G loss: 2.34886]

584 [D loss: 0.203746, acc: 96.88%, op_acc: 68.75%] [G loss: 2.178059]

585 [D loss: 0.217072, acc: 100.00%, op_acc: 68.75%] [G loss: 2.07933]

586 [D loss: 0.212626, acc: 100.00%, op_acc: 84.38%] [G loss: 2.24100]

587 [D loss: 0.202491, acc: 100.00%, op_acc: 68.75%] [G loss: 2.12645]

588 [D loss: 0.215368, acc: 96.88%, op_acc: 71.88%] [G loss: 2.216654]

589 [D loss: 0.203691, acc: 100.00%, op_acc: 65.62%] [G loss: 2.32066]

590 [D loss: 0.221812, acc: 100.00%, op_acc: 65.62%] [G loss: 1.98377]

Epoch: 590, F1: 0.00584, F1P: 59

591 [D loss: 0.209065, acc: 100.00%, op_acc: 68.75%] [G loss: 2.00634]

592 [D loss: 0.209258, acc: 100.00%, op_acc: 71.88%] [G loss: 2.11220]

593 [D loss: 0.196960, acc: 100.00%, op_acc: 59.38%] [G loss: 2.24342]
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594 [D loss: 0.203352, acc: 100.00%, op_acc: 75.00%] [G loss: 2.22218]

595 [D loss: 0.231012, acc: 96.88%, op_acc: 62.50%] [G loss: 2.232725]

596 [D loss: 0.191806, acc: 100.00%, op_acc: 78.12%] [G loss: 2.36922]

597 [D loss: 0.208465, acc: 96.88%, op_acc: 71.88%] [G loss: 1.925818]

598 [D loss: 0.229231, acc: 96.88%, op_acc: 75.00%] [G loss: 2.262008]

599 [D loss: 0.199340, acc: 100.00%, op_acc: 75.00%] [G loss: 2.10920]

600 [D loss: 0.239622, acc: 96.88%, op_acc: 62.50%] [G loss: 2.275958]

Epoch: 600, F1: 0.00595, F1P: 60

601 [D loss: 0.192857, acc: 100.00%, op_acc: 75.00%] [G loss: 1.96953]

602 [D loss: 0.224592, acc: 93.75%, op_acc: 62.50%] [G loss: 2.134129]

603 [D loss: 0.211953, acc: 93.75%, op_acc: 71.88%] [G loss: 2.413849]

604 [D loss: 0.195760, acc: 100.00%, op_acc: 65.62%] [G loss: 2.18795]

605 [D loss: 0.213272, acc: 96.88%, op_acc: 71.88%] [G loss: 2.338486]

606 [D loss: 0.204611, acc: 96.88%, op_acc: 68.75%] [G loss: 1.947411]

607 [D loss: 0.197507, acc: 100.00%, op_acc: 71.88%] [G loss: 2.52897]

608 [D loss: 0.189577, acc: 100.00%, op_acc: 78.12%] [G loss: 2.49939]

609 [D loss: 0.209974, acc: 100.00%, op_acc: 68.75%] [G loss: 2.23464]

610 [D loss: 0.204842, acc: 100.00%, op_acc: 71.88%] [G loss: 2.19266]

Epoch: 610, F1: 0.00592, F1P: 61

611 [D loss: 0.198953, acc: 100.00%, op_acc: 68.75%] [G loss: 2.28554]

612 [D loss: 0.212061, acc: 96.88%, op_acc: 75.00%] [G loss: 2.237705]

613 [D loss: 0.222665, acc: 100.00%, op_acc: 56.25%] [G loss: 2.24613]

614 [D loss: 0.205478, acc: 96.88%, op_acc: 71.88%] [G loss: 2.482052]
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615 [D loss: 0.191576, acc: 100.00%, op_acc: 68.75%] [G loss: 2.11372]

616 [D loss: 0.206083, acc: 100.00%, op_acc: 78.12%] [G loss: 2.16430]

617 [D loss: 0.202101, acc: 100.00%, op_acc: 71.88%] [G loss: 2.37268]

618 [D loss: 0.201116, acc: 100.00%, op_acc: 65.62%] [G loss: 2.09126]

619 [D loss: 0.215358, acc: 96.88%, op_acc: 71.88%] [G loss: 2.518104]

620 [D loss: 0.215601, acc: 100.00%, op_acc: 65.62%] [G loss: 2.25407]

Epoch: 620, F1: 0.00460, F1P: 62

621 [D loss: 0.208782, acc: 96.88%, op_acc: 81.25%] [G loss: 2.304709]

622 [D loss: 0.189668, acc: 100.00%, op_acc: 68.75%] [G loss: 2.30750]

623 [D loss: 0.203803, acc: 100.00%, op_acc: 78.12%] [G loss: 2.22879]

624 [D loss: 0.188089, acc: 100.00%, op_acc: 81.25%] [G loss: 2.14154]

625 [D loss: 0.212060, acc: 96.88%, op_acc: 93.75%] [G loss: 2.085093]

626 [D loss: 0.209757, acc: 100.00%, op_acc: 68.75%] [G loss: 1.97303]

627 [D loss: 0.202033, acc: 100.00%, op_acc: 65.62%] [G loss: 2.18587]

628 [D loss: 0.193833, acc: 96.88%, op_acc: 68.75%] [G loss: 2.278641]

629 [D loss: 0.207159, acc: 96.88%, op_acc: 68.75%] [G loss: 2.131680]

630 [D loss: 0.207541, acc: 96.88%, op_acc: 75.00%] [G loss: 2.252702]

Epoch: 630, F1: 0.00568, F1P: 63

631 [D loss: 0.194335, acc: 100.00%, op_acc: 68.75%] [G loss: 2.17288]

632 [D loss: 0.187727, acc: 100.00%, op_acc: 71.88%] [G loss: 2.19066]

633 [D loss: 0.195920, acc: 100.00%, op_acc: 59.38%] [G loss: 2.34229]

634 [D loss: 0.209359, acc: 100.00%, op_acc: 59.38%] [G loss: 2.38725]

635 [D loss: 0.187845, acc: 100.00%, op_acc: 81.25%] [G loss: 1.99146]
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636 [D loss: 0.205579, acc: 100.00%, op_acc: 75.00%] [G loss: 2.42847]

637 [D loss: 0.201360, acc: 96.88%, op_acc: 75.00%] [G loss: 2.314417]

638 [D loss: 0.207268, acc: 100.00%, op_acc: 68.75%] [G loss: 2.28121]

639 [D loss: 0.187956, acc: 100.00%, op_acc: 75.00%] [G loss: 2.18530]

640 [D loss: 0.195965, acc: 100.00%, op_acc: 65.62%] [G loss: 2.36995]

Epoch: 640, F1: 0.00588, F1P: 64

641 [D loss: 0.201963, acc: 100.00%, op_acc: 62.50%] [G loss: 2.43646]

642 [D loss: 0.193164, acc: 96.88%, op_acc: 75.00%] [G loss: 2.314856]

643 [D loss: 0.193296, acc: 100.00%, op_acc: 75.00%] [G loss: 2.37102]

644 [D loss: 0.208606, acc: 100.00%, op_acc: 71.88%] [G loss: 2.02897]

645 [D loss: 0.190155, acc: 100.00%, op_acc: 68.75%] [G loss: 2.27576]

646 [D loss: 0.221017, acc: 100.00%, op_acc: 56.25%] [G loss: 2.28114]

647 [D loss: 0.206166, acc: 100.00%, op_acc: 71.88%] [G loss: 2.33830]

648 [D loss: 0.204482, acc: 100.00%, op_acc: 68.75%] [G loss: 2.20985]

649 [D loss: 0.215241, acc: 96.88%, op_acc: 68.75%] [G loss: 2.205867]

650 [D loss: 0.186601, acc: 100.00%, op_acc: 81.25%] [G loss: 2.53859]

Epoch: 770, F1: 0.00513, F1P: 77

771 [D loss: 0.173991, acc: 100.00%, op_acc: 68.75%] [G loss: 2.36899]

772 [D loss: 0.204735, acc: 96.88%, op_acc: 75.00%] [G loss: 2.434993]

773 [D loss: 0.156707, acc: 100.00%, op_acc: 78.12%] [G loss: 2.47325]

774 [D loss: 0.183750, acc: 96.88%, op_acc: 75.00%] [G loss: 2.238315]

775 [D loss: 0.160724, acc: 100.00%, op_acc: 68.75%] [G loss: 2.61991]
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776 [D loss: 0.170932, acc: 100.00%, op_acc: 81.25%] [G loss: 2.59117]

777 [D loss: 0.173348, acc: 100.00%, op_acc: 75.00%] [G loss: 2.06851]

778 [D loss: 0.191550, acc: 96.88%, op_acc: 81.25%] [G loss: 2.594759]

779 [D loss: 0.182244, acc: 96.88%, op_acc: 68.75%] [G loss: 2.634384]

780 [D loss: 0.166633, acc: 100.00%, op_acc: 75.00%] [G loss: 2.16744]

Epoch: 780, F1: 0.00590, F1P: 78

781 [D loss: 0.161917, acc: 100.00%, op_acc: 75.00%] [G loss: 2.36195]

782 [D loss: 0.175737, acc: 96.88%, op_acc: 62.50%] [G loss: 2.392230]

783 [D loss: 0.172566, acc: 100.00%, op_acc: 87.50%] [G loss: 2.63773]

784 [D loss: 0.169470, acc: 100.00%, op_acc: 65.62%] [G loss: 2.68355]

785 [D loss: 0.168693, acc: 100.00%, op_acc: 65.62%] [G loss: 2.49645]

786 [D loss: 0.185405, acc: 96.88%, op_acc: 75.00%] [G loss: 2.339440]

787 [D loss: 0.193712, acc: 96.88%, op_acc: 78.12%] [G loss: 2.340147]

788 [D loss: 0.159577, acc: 96.88%, op_acc: 75.00%] [G loss: 2.314955]

789 [D loss: 0.180192, acc: 96.88%, op_acc: 81.25%] [G loss: 2.409042]

790 [D loss: 0.152977, acc: 100.00%, op_acc: 75.00%] [G loss: 2.52291]

Epoch: 790, F1: 0.00591, F1P: 79

791 [D loss: 0.187713, acc: 100.00%, op_acc: 71.88%] [G loss: 2.79378]

792 [D loss: 0.183877, acc: 100.00%, op_acc: 62.50%] [G loss: 2.50817]

793 [D loss: 0.170140, acc: 100.00%, op_acc: 68.75%] [G loss: 2.50637]

794 [D loss: 0.169474, acc: 100.00%, op_acc: 65.62%] [G loss: 2.42272]

795 [D loss: 0.171308, acc: 96.88%, op_acc: 81.25%] [G loss: 2.682145]

796 [D loss: 0.190897, acc: 96.88%, op_acc: 71.88%] [G loss: 2.562903]
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797 [D loss: 0.164758, acc: 100.00%, op_acc: 78.12%] [G loss: 2.32432]

798 [D loss: 0.174889, acc: 100.00%, op_acc: 65.62%] [G loss: 2.51514]

799 [D loss: 0.170453, acc: 100.00%, op_acc: 78.12%] [G loss: 2.55623]

800 [D loss: 0.156011, acc: 100.00%, op_acc: 75.00%] [G loss: 2.49671]

Epoch: 800, F1: 0.00582, F1P: 80

801 [D loss: 0.184436, acc: 100.00%, op_acc: 71.88%] [G loss: 2.49990]

802 [D loss: 0.160048, acc: 100.00%, op_acc: 65.62%] [G loss: 2.78225]

803 [D loss: 0.165907, acc: 100.00%, op_acc: 78.12%] [G loss: 2.12391]

804 [D loss: 0.213771, acc: 96.88%, op_acc: 68.75%] [G loss: 2.525781]

805 [D loss: 0.166143, acc: 100.00%, op_acc: 71.88%] [G loss: 2.54287]

806 [D loss: 0.187743, acc: 96.88%, op_acc: 78.12%] [G loss: 2.379322]

807 [D loss: 0.169722, acc: 100.00%, op_acc: 71.88%] [G loss: 2.14761]

808 [D loss: 0.168716, acc: 100.00%, op_acc: 75.00%] [G loss: 2.74791]

809 [D loss: 0.159669, acc: 100.00%, op_acc: 81.25%] [G loss: 2.66768]

810 [D loss: 0.154565, acc: 100.00%, op_acc: 87.50%] [G loss: 2.52468]

Epoch: 810, F1: 0.00590, F1P: 81

811 [D loss: 0.179278, acc: 100.00%, op_acc: 71.88%] [G loss: 2.64366]

812 [D loss: 0.154418, acc: 100.00%, op_acc: 81.25%] [G loss: 2.51530]

813 [D loss: 0.169489, acc: 100.00%, op_acc: 62.50%] [G loss: 2.41197]

814 [D loss: 0.154213, acc: 100.00%, op_acc: 81.25%] [G loss: 2.20485]

815 [D loss: 0.169686, acc: 100.00%, op_acc: 78.12%] [G loss: 2.34434]

816 [D loss: 0.175481, acc: 100.00%, op_acc: 75.00%] [G loss: 2.53689]

817 [D loss: 0.174666, acc: 96.88%, op_acc: 68.75%] [G loss: 2.563148]
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818 [D loss: 0.159283, acc: 100.00%, op_acc: 90.62%] [G loss: 2.85816]

819 [D loss: 0.167059, acc: 100.00%, op_acc: 65.62%] [G loss: 2.54284]

820 [D loss: 0.158902, acc: 100.00%, op_acc: 65.62%] [G loss: 2.55513]

Epoch: 820, F1: 0.00596, F1P: 82

821 [D loss: 0.179659, acc: 96.88%, op_acc: 78.12%] [G loss: 2.595386]

822 [D loss: 0.186148, acc: 96.88%, op_acc: 71.88%] [G loss: 2.883087]

823 [D loss: 0.159830, acc: 100.00%, op_acc: 71.88%] [G loss: 2.35506]

824 [D loss: 0.184996, acc: 96.88%, op_acc: 78.12%] [G loss: 2.765959]

825 [D loss: 0.174522, acc: 96.88%, op_acc: 75.00%] [G loss: 2.543884]

826 [D loss: 0.174701, acc: 100.00%, op_acc: 75.00%] [G loss: 2.50068]

827 [D loss: 0.148663, acc: 100.00%, op_acc: 81.25%] [G loss: 2.52470]

828 [D loss: 0.156735, acc: 100.00%, op_acc: 68.75%] [G loss: 2.57185]

829 [D loss: 0.173894, acc: 100.00%, op_acc: 71.88%] [G loss: 2.77811]

830 [D loss: 0.160684, acc: 100.00%, op_acc: 71.88%] [G loss: 2.49640]

Epoch: 830, F1: 0.00594, F1P: 83

831 [D loss: 0.150408, acc: 100.00%, op_acc: 78.12%] [G loss: 2.52008]

832 [D loss: 0.189715, acc: 100.00%, op_acc: 65.62%] [G loss: 2.62644]

833 [D loss: 0.165654, acc: 100.00%, op_acc: 81.25%] [G loss: 2.58092]

834 [D loss: 0.177502, acc: 96.88%, op_acc: 75.00%] [G loss: 2.322166]

835 [D loss: 0.165379, acc: 100.00%, op_acc: 71.88%] [G loss: 2.42297]

836 [D loss: 0.158810, acc: 100.00%, op_acc: 75.00%] [G loss: 2.27342]

837 [D loss: 0.173272, acc: 96.88%, op_acc: 81.25%] [G loss: 2.551565]

838 [D loss: 0.155295, acc: 100.00%, op_acc: 78.12%] [G loss: 2.35333]
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839 [D loss: 0.159714, acc: 100.00%, op_acc: 65.62%] [G loss: 2.65861]

840 [D loss: 0.160938, acc: 100.00%, op_acc: 62.50%] [G loss: 2.71340]

Epoch: 840, F1: 0.00595, F1P: 84

841 [D loss: 0.165816, acc: 96.88%, op_acc: 65.62%] [G loss: 2.173801]

842 [D loss: 0.152007, acc: 100.00%, op_acc: 71.88%] [G loss: 2.57540]

843 [D loss: 0.167245, acc: 100.00%, op_acc: 65.62%] [G loss: 2.41363]

844 [D loss: 0.187618, acc: 96.88%, op_acc: 75.00%] [G loss: 2.677176]

845 [D loss: 0.148417, acc: 100.00%, op_acc: 71.88%] [G loss: 2.88118]

846 [D loss: 0.172741, acc: 100.00%, op_acc: 71.88%] [G loss: 2.54928]

847 [D loss: 0.168215, acc: 96.88%, op_acc: 78.12%] [G loss: 2.478651]

848 [D loss: 0.161557, acc: 100.00%, op_acc: 81.25%] [G loss: 2.49077]

849 [D loss: 0.170915, acc: 100.00%, op_acc: 84.38%] [G loss: 2.63781]

850 [D loss: 0.143166, acc: 100.00%, op_acc: 71.88%] [G loss: 2.68570]

Epoch: 850, F1: 0.00583, F1P: 85

851 [D loss: 0.186713, acc: 96.88%, op_acc: 87.50%] [G loss: 2.744513]

852 [D loss: 0.155414, acc: 100.00%, op_acc: 62.50%] [G loss: 2.75683]

853 [D loss: 0.164392, acc: 100.00%, op_acc: 71.88%] [G loss: 2.70182]

854 [D loss: 0.163981, acc: 100.00%, op_acc: 71.88%] [G loss: 2.67865]

855 [D loss: 0.149853, acc: 100.00%, op_acc: 75.00%] [G loss: 2.48551]

856 [D loss: 0.186933, acc: 93.75%, op_acc: 71.88%] [G loss: 2.120328]

857 [D loss: 0.148601, acc: 100.00%, op_acc: 78.12%] [G loss: 2.67415]

858 [D loss: 0.178196, acc: 96.88%, op_acc: 75.00%] [G loss: 2.636909]

859 [D loss: 0.158518, acc: 100.00%, op_acc: 71.88%] [G loss: 2.54782]
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860 [D loss: 0.144341, acc: 100.00%, op_acc: 78.12%] [G loss: 2.71086]

Epoch: 860, F1: 0.00589, F1P: 86

861 [D loss: 0.170711, acc: 100.00%, op_acc: 71.88%] [G loss: 2.49991]

862 [D loss: 0.172952, acc: 96.88%, op_acc: 68.75%] [G loss: 2.493163]

863 [D loss: 0.150169, acc: 100.00%, op_acc: 90.62%] [G loss: 2.51072]

864 [D loss: 0.158400, acc: 100.00%, op_acc: 71.88%] [G loss: 2.41688]

865 [D loss: 0.140554, acc: 100.00%, op_acc: 65.62%] [G loss: 2.53605]

866 [D loss: 0.209342, acc: 96.88%, op_acc: 68.75%] [G loss: 2.638603]

867 [D loss: 0.162454, acc: 96.88%, op_acc: 78.12%] [G loss: 2.854195]

868 [D loss: 0.169507, acc: 96.88%, op_acc: 78.12%] [G loss: 2.753211]

869 [D loss: 0.154792, acc: 100.00%, op_acc: 71.88%] [G loss: 2.95766]

870 [D loss: 0.154837, acc: 100.00%, op_acc: 68.75%] [G loss: 3.12860]

Epoch: 870, F1: 0.00596, F1P: 87

871 [D loss: 0.161246, acc: 100.00%, op_acc: 65.62%] [G loss: 2.48524]

872 [D loss: 0.154590, acc: 96.88%, op_acc: 75.00%] [G loss: 2.637994]

873 [D loss: 0.155594, acc: 96.88%, op_acc: 81.25%] [G loss: 2.877153]

874 [D loss: 0.140691, acc: 100.00%, op_acc: 71.88%] [G loss: 2.89378]

875 [D loss: 0.172924, acc: 96.88%, op_acc: 68.75%] [G loss: 2.762603]

876 [D loss: 0.147854, acc: 100.00%, op_acc: 62.50%] [G loss: 2.76543]

877 [D loss: 0.163415, acc: 100.00%, op_acc: 78.12%] [G loss: 2.68437]

878 [D loss: 0.155212, acc: 100.00%, op_acc: 78.12%] [G loss: 2.87360]

879 [D loss: 0.150384, acc: 100.00%, op_acc: 78.12%] [G loss: 2.49989]

880 [D loss: 0.154619, acc: 100.00%, op_acc: 75.00%] [G loss: 2.68889]
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Epoch: 880, F1: 0.00558, F1P: 88

881 [D loss: 0.152607, acc: 100.00%, op_acc: 75.00%] [G loss: 2.75407]

882 [D loss: 0.151568, acc: 100.00%, op_acc: 75.00%] [G loss: 2.67220]

883 [D loss: 0.163659, acc: 100.00%, op_acc: 71.88%] [G loss: 2.77853]

884 [D loss: 0.200484, acc: 96.88%, op_acc: 68.75%] [G loss: 2.651265]

885 [D loss: 0.176133, acc: 96.88%, op_acc: 68.75%] [G loss: 2.632117]

886 [D loss: 0.154250, acc: 100.00%, op_acc: 75.00%] [G loss: 2.30345]

887 [D loss: 0.159515, acc: 100.00%, op_acc: 65.62%] [G loss: 2.68522]

888 [D loss: 0.186961, acc: 93.75%, op_acc: 71.88%] [G loss: 2.909969]

889 [D loss: 0.172699, acc: 93.75%, op_acc: 78.12%] [G loss: 2.648786]

890 [D loss: 0.145666, acc: 100.00%, op_acc: 75.00%] [G loss: 2.48069]

Epoch: 890, F1: 0.00595, F1P: 89

891 [D loss: 0.159853, acc: 100.00%, op_acc: 75.00%] [G loss: 2.30796]

892 [D loss: 0.167719, acc: 100.00%, op_acc: 65.62%] [G loss: 2.46811]

893 [D loss: 0.156654, acc: 100.00%, op_acc: 87.50%] [G loss: 2.84453]

894 [D loss: 0.146007, acc: 100.00%, op_acc: 75.00%] [G loss: 2.58545]

895 [D loss: 0.147059, acc: 100.00%, op_acc: 81.25%] [G loss: 2.69058]

896 [D loss: 0.154660, acc: 100.00%, op_acc: 84.38%] [G loss: 2.61505]

897 [D loss: 0.145762, acc: 100.00%, op_acc: 78.12%] [G loss: 2.78182]

898 [D loss: 0.174277, acc: 100.00%, op_acc: 78.12%] [G loss: 2.80462]

899 [D loss: 0.183227, acc: 96.88%, op_acc: 62.50%] [G loss: 2.802346]

900 [D loss: 0.149632, acc: 100.00%, op_acc: 81.25%] [G loss: 2.60471]

Epoch: 900, F1: 0.00598, F1P: 90
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901 [D loss: 0.147803, acc: 100.00%, op_acc: 75.00%] [G loss: 2.75841]

902 [D loss: 0.145935, acc: 100.00%, op_acc: 62.50%] [G loss: 2.69421]

903 [D loss: 0.164265, acc: 96.88%, op_acc: 81.25%] [G loss: 2.632612]

904 [D loss: 0.141790, acc: 100.00%, op_acc: 81.25%] [G loss: 2.92877]

905 [D loss: 0.156982, acc: 100.00%, op_acc: 65.62%] [G loss: 2.79544]

906 [D loss: 0.167307, acc: 96.88%, op_acc: 84.38%] [G loss: 2.794965]

907 [D loss: 0.156154, acc: 96.88%, op_acc: 71.88%] [G loss: 2.784407]

908 [D loss: 0.150022, acc: 96.88%, op_acc: 71.88%] [G loss: 2.652630]

909 [D loss: 0.161181, acc: 96.88%, op_acc: 68.75%] [G loss: 2.907355]

910 [D loss: 0.142477, acc: 100.00%, op_acc: 71.88%] [G loss: 2.78753]

Epoch: 910, F1: 0.00592, F1P: 91

911 [D loss: 0.143291, acc: 100.00%, op_acc: 65.62%] [G loss: 2.81365]

912 [D loss: 0.155067, acc: 96.88%, op_acc: 59.38%] [G loss: 2.645769]

913 [D loss: 0.147565, acc: 100.00%, op_acc: 75.00%] [G loss: 2.44568]

914 [D loss: 0.152022, acc: 100.00%, op_acc: 68.75%] [G loss: 2.78658]

915 [D loss: 0.157501, acc: 100.00%, op_acc: 65.62%] [G loss: 2.90628]

916 [D loss: 0.153249, acc: 100.00%, op_acc: 71.88%] [G loss: 2.84531]

917 [D loss: 0.156107, acc: 100.00%, op_acc: 81.25%] [G loss: 2.88183]

918 [D loss: 0.143175, acc: 100.00%, op_acc: 87.50%] [G loss: 2.95837]

919 [D loss: 0.159521, acc: 96.88%, op_acc: 75.00%] [G loss: 2.474523]

920 [D loss: 0.139998, acc: 100.00%, op_acc: 78.12%] [G loss: 2.79561]

Epoch: 920, F1: 0.00595, F1P: 92

921 [D loss: 0.160731, acc: 96.88%, op_acc: 71.88%] [G loss: 2.711355]
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922 [D loss: 0.165453, acc: 100.00%, op_acc: 75.00%] [G loss: 2.58031]

923 [D loss: 0.140312, acc: 100.00%, op_acc: 81.25%] [G loss: 2.61828]

924 [D loss: 0.179986, acc: 96.88%, op_acc: 68.75%] [G loss: 2.968562]

925 [D loss: 0.140407, acc: 100.00%, op_acc: 75.00%] [G loss: 2.46341]

926 [D loss: 0.146840, acc: 100.00%, op_acc: 84.38%] [G loss: 3.03179]

927 [D loss: 0.146025, acc: 100.00%, op_acc: 71.88%] [G loss: 2.50477]

928 [D loss: 0.163017, acc: 96.88%, op_acc: 78.12%] [G loss: 2.584504]

929 [D loss: 0.154404, acc: 100.00%, op_acc: 81.25%] [G loss: 2.77214]

930 [D loss: 0.146750, acc: 100.00%, op_acc: 81.25%] [G loss: 2.67308]

Epoch: 930, F1: 0.00592, F1P: 93

931 [D loss: 0.154164, acc: 100.00%, op_acc: 71.88%] [G loss: 2.49499]

932 [D loss: 0.143201, acc: 100.00%, op_acc: 75.00%] [G loss: 2.34748]

933 [D loss: 0.150782, acc: 100.00%, op_acc: 84.38%] [G loss: 3.29007]

934 [D loss: 0.131373, acc: 100.00%, op_acc: 84.38%] [G loss: 2.44759]

935 [D loss: 0.151295, acc: 96.88%, op_acc: 68.75%] [G loss: 2.740802]

936 [D loss: 0.173131, acc: 96.88%, op_acc: 81.25%] [G loss: 2.659576]

937 [D loss: 0.159093, acc: 100.00%, op_acc: 62.50%] [G loss: 2.69768]

938 [D loss: 0.142852, acc: 100.00%, op_acc: 71.88%] [G loss: 2.81949]

939 [D loss: 0.149605, acc: 96.88%, op_acc: 71.88%] [G loss: 2.595464]

940 [D loss: 0.144186, acc: 100.00%, op_acc: 81.25%] [G loss: 2.51602]

Epoch: 940, F1: 0.00596, F1P: 94

941 [D loss: 0.153057, acc: 100.00%, op_acc: 75.00%] [G loss: 2.63374]

942 [D loss: 0.152720, acc: 100.00%, op_acc: 71.88%] [G loss: 2.79579]
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943 [D loss: 0.134607, acc: 100.00%, op_acc: 78.12%] [G loss: 2.61332]

944 [D loss: 0.160439, acc: 100.00%, op_acc: 71.88%] [G loss: 3.04911]

945 [D loss: 0.162264, acc: 100.00%, op_acc: 78.12%] [G loss: 2.49317]

946 [D loss: 0.173367, acc: 90.62%, op_acc: 75.00%] [G loss: 2.554070]

947 [D loss: 0.134614, acc: 100.00%, op_acc: 71.88%] [G loss: 2.77269]

948 [D loss: 0.142643, acc: 100.00%, op_acc: 65.62%] [G loss: 2.56888]

949 [D loss: 0.171050, acc: 96.88%, op_acc: 71.88%] [G loss: 2.763456]

950 [D loss: 0.151260, acc: 100.00%, op_acc: 65.62%] [G loss: 2.51832]

Epoch: 950, F1: 0.00597, F1P: 95

951 [D loss: 0.160532, acc: 96.88%, op_acc: 68.75%] [G loss: 2.637464]

952 [D loss: 0.143681, acc: 100.00%, op_acc: 71.88%] [G loss: 2.72086]

953 [D loss: 0.150102, acc: 100.00%, op_acc: 62.50%] [G loss: 2.61648]

954 [D loss: 0.170105, acc: 100.00%, op_acc: 62.50%] [G loss: 2.90207]

955 [D loss: 0.139616, acc: 100.00%, op_acc: 68.75%] [G loss: 2.83722]

956 [D loss: 0.163117, acc: 96.88%, op_acc: 65.62%] [G loss: 2.601409]

957 [D loss: 0.160549, acc: 96.88%, op_acc: 84.38%] [G loss: 2.880028]

958 [D loss: 0.162678, acc: 96.88%, op_acc: 71.88%] [G loss: 2.888992]

959 [D loss: 0.141467, acc: 100.00%, op_acc: 68.75%] [G loss: 2.61506]

960 [D loss: 0.173001, acc: 100.00%, op_acc: 75.00%] [G loss: 2.79942]

Epoch: 960, F1: 0.00597, F1P: 96

961 [D loss: 0.146643, acc: 96.88%, op_acc: 75.00%] [G loss: 2.833735]

962 [D loss: 0.170236, acc: 96.88%, op_acc: 84.38%] [G loss: 2.951139]

963 [D loss: 0.143358, acc: 100.00%, op_acc: 71.88%] [G loss: 3.20379]
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964 [D loss: 0.155986, acc: 96.88%, op_acc: 62.50%] [G loss: 2.854616]

965 [D loss: 0.133463, acc: 100.00%, op_acc: 78.12%] [G loss: 2.33877]

966 [D loss: 0.138126, acc: 100.00%, op_acc: 68.75%] [G loss: 2.85885]

967 [D loss: 0.146839, acc: 96.88%, op_acc: 71.88%] [G loss: 2.921642]

968 [D loss: 0.137725, acc: 100.00%, op_acc: 56.25%] [G loss: 2.95927]

969 [D loss: 0.142748, acc: 96.88%, op_acc: 78.12%] [G loss: 3.142618]

970 [D loss: 0.131771, acc: 96.88%, op_acc: 81.25%] [G loss: 2.898473]

Epoch: 970, F1: 0.00598, F1P: 97

971 [D loss: 0.147863, acc: 100.00%, op_acc: 65.62%] [G loss: 3.04434]

972 [D loss: 0.126447, acc: 100.00%, op_acc: 78.12%] [G loss: 2.82548]

973 [D loss: 0.155419, acc: 96.88%, op_acc: 65.62%] [G loss: 2.695817]

974 [D loss: 0.153911, acc: 96.88%, op_acc: 59.38%] [G loss: 3.154489]

975 [D loss: 0.129128, acc: 100.00%, op_acc: 75.00%] [G loss: 3.08373]

976 [D loss: 0.135343, acc: 100.00%, op_acc: 65.62%] [G loss: 2.88627]

977 [D loss: 0.138945, acc: 100.00%, op_acc: 78.12%] [G loss: 2.73104]

978 [D loss: 0.135336, acc: 96.88%, op_acc: 78.12%] [G loss: 2.786193]

979 [D loss: 0.129094, acc: 100.00%, op_acc: 75.00%] [G loss: 2.73685]

980 [D loss: 0.158055, acc: 100.00%, op_acc: 56.25%] [G loss: 2.88983]

Epoch: 980, F1: 0.00597, F1P: 98

981 [D loss: 0.129325, acc: 100.00%, op_acc: 78.12%] [G loss: 2.65612]

982 [D loss: 0.154018, acc: 96.88%, op_acc: 78.12%] [G loss: 2.391577]

983 [D loss: 0.126372, acc: 100.00%, op_acc: 84.38%] [G loss: 2.46056]

984 [D loss: 0.153239, acc: 100.00%, op_acc: 68.75%] [G loss: 2.97581]
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985 [D loss: 0.165457, acc: 96.88%, op_acc: 78.12%] [G loss: 2.790795]

986 [D loss: 0.146278, acc: 100.00%, op_acc: 65.62%] [G loss: 2.86041]

987 [D loss: 0.144510, acc: 100.00%, op_acc: 81.25%] [G loss: 2.81562]

988 [D loss: 0.139887, acc: 100.00%, op_acc: 65.62%] [G loss: 2.87630]

989 [D loss: 0.177649, acc: 90.62%, op_acc: 81.25%] [G loss: 2.585352]

990 [D loss: 0.136116, acc: 100.00%, op_acc: 75.00%] [G loss: 2.83559]

Epoch: 990, F1: 0.00595, F1P: 99

991 [D loss: 0.132939, acc: 100.00%, op_acc: 71.88%] [G loss: 2.53678]

992 [D loss: 0.151509, acc: 96.88%, op_acc: 71.88%] [G loss: 2.949676]

993 [D loss: 0.149904, acc: 96.88%, op_acc: 87.50%] [G loss: 2.994181]

994 [D loss: 0.138936, acc: 100.00%, op_acc: 84.38%] [G loss: 2.94328]

995 [D loss: 0.126061, acc: 100.00%, op_acc: 75.00%] [G loss: 3.09937]

996 [D loss: 0.132257, acc: 100.00%, op_acc: 75.00%] [G loss: 2.83499]

997 [D loss: 0.140715, acc: 100.00%, op_acc: 71.88%] [G loss: 2.93856]

998 [D loss: 0.160839, acc: 100.00%, op_acc: 75.00%] [G loss: 3.11455]

999 [D loss: 0.152124, acc: 100.00%, op_acc: 71.88%] [G loss: 2.95114]

1000 [D loss: 0.129632, acc: 100.00%, op_acc: 78.12%] [G loss: 3.0068]
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Appendix C

Results of applying GAN on the

Second dataset

Epoch: 0, F1: 0.00000, F1P: 0

1 [D loss: 0.467142, acc: 42.97%, op_acc: 34.38%] [G loss: 1.345880]

2 [D loss: 0.440062, acc: 41.41%, op_acc: 28.91%] [G loss: 1.373883]

3 [D loss: 0.411552, acc: 53.91%, op_acc: 25.00%] [G loss: 1.258146]

4 [D loss: 0.415113, acc: 49.22%, op_acc: 25.78%] [G loss: 1.313138]

5 [D loss: 0.437686, acc: 41.41%, op_acc: 37.50%] [G loss: 1.282372]

6 [D loss: 0.418401, acc: 52.34%, op_acc: 26.56%] [G loss: 1.279184]

7 [D loss: 0.406617, acc: 49.22%, op_acc: 34.38%] [G loss: 1.296972]

8 [D loss: 0.424078, acc: 46.88%, op_acc: 26.56%] [G loss: 1.288427]
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9 [D loss: 0.422563, acc: 41.41%, op_acc: 34.38%] [G loss: 1.252043]

10 [D loss: 0.410838, acc: 46.88%, op_acc: 28.12%] [G loss: 1.25139]

Epoch: 10, F1: 0.00000, F1P: 1

11 [D loss: 0.389559, acc: 52.34%, op_acc: 25.00%] [G loss: 1.352537]

12 [D loss: 0.429091, acc: 45.31%, op_acc: 29.69%] [G loss: 1.219946]

13 [D loss: 0.422556, acc: 50.78%, op_acc: 28.91%] [G loss: 1.304943]

14 [D loss: 0.416407, acc: 47.66%, op_acc: 27.34%] [G loss: 1.269610]

15 [D loss: 0.412331, acc: 49.22%, op_acc: 27.34%] [G loss: 1.271494]

16 [D loss: 0.376889, acc: 50.00%, op_acc: 32.03%] [G loss: 1.262227]

17 [D loss: 0.407812, acc: 48.44%, op_acc: 31.25%] [G loss: 1.270771]

18 [D loss: 0.409088, acc: 50.00%, op_acc: 25.78%] [G loss: 1.189944]

19 [D loss: 0.380616, acc: 52.34%, op_acc: 32.81%] [G loss: 1.246342]

20 [D loss: 0.393808, acc: 42.97%, op_acc: 39.06%] [G loss: 1.213401]

Epoch: 20, F1: 0.00000, F1P: 2

21 [D loss: 0.397326, acc: 45.31%, op_acc: 32.81%] [G loss: 1.221194]

22 [D loss: 0.410294, acc: 50.78%, op_acc: 27.34%] [G loss: 1.273480]

23 [D loss: 0.418595, acc: 48.44%, op_acc: 28.12%] [G loss: 1.196183]

24 [D loss: 0.372465, acc: 53.91%, op_acc: 32.81%] [G loss: 1.264402]

25 [D loss: 0.388524, acc: 50.00%, op_acc: 31.25%] [G loss: 1.166969]

26 [D loss: 0.406078, acc: 50.00%, op_acc: 27.34%] [G loss: 1.232355]

27 [D loss: 0.391448, acc: 53.12%, op_acc: 35.16%] [G loss: 1.223101]

28 [D loss: 0.395794, acc: 52.34%, op_acc: 35.16%] [G loss: 1.245695]

29 [D loss: 0.380354, acc: 47.66%, op_acc: 35.94%] [G loss: 1.198040]



143

30 [D loss: 0.387251, acc: 53.12%, op_acc: 32.81%] [G loss: 1.169215]

Epoch: 30, F1: 0.00000, F1P: 3

31 [D loss: 0.368361, acc: 53.91%, op_acc: 29.69%] [G loss: 1.188592]

32 [D loss: 0.405142, acc: 51.56%, op_acc: 32.81%] [G loss: 1.141425]

33 [D loss: 0.392466, acc: 48.44%, op_acc: 36.72%] [G loss: 1.205584]

34 [D loss: 0.382772, acc: 50.00%, op_acc: 35.94%] [G loss: 1.125668]

35 [D loss: 0.360007, acc: 57.81%, op_acc: 39.06%] [G loss: 1.220386]

36 [D loss: 0.407571, acc: 45.31%, op_acc: 32.81%] [G loss: 1.216131]

37 [D loss: 0.379738, acc: 52.34%, op_acc: 32.03%] [G loss: 1.219781]

38 [D loss: 0.385179, acc: 48.44%, op_acc: 27.34%] [G loss: 1.161179]

39 [D loss: 0.381944, acc: 53.12%, op_acc: 35.16%] [G loss: 1.163719]

40 [D loss: 0.389445, acc: 47.66%, op_acc: 27.34%] [G loss: 1.187921]

Epoch: 40, F1: 0.00000, F1P: 4

41 [D loss: 0.366254, acc: 53.91%, op_acc: 32.03%] [G loss: 1.139721]

42 [D loss: 0.344178, acc: 53.12%, op_acc: 35.16%] [G loss: 1.240689]

43 [D loss: 0.364565, acc: 55.47%, op_acc: 37.50%] [G loss: 1.196322]

44 [D loss: 0.384085, acc: 51.56%, op_acc: 32.81%] [G loss: 1.152830]

45 [D loss: 0.365104, acc: 51.56%, op_acc: 36.72%] [G loss: 1.069800]

46 [D loss: 0.372538, acc: 56.25%, op_acc: 29.69%] [G loss: 1.166750]

47 [D loss: 0.360072, acc: 51.56%, op_acc: 36.72%] [G loss: 1.170370]

48 [D loss: 0.386586, acc: 50.78%, op_acc: 32.03%] [G loss: 1.205123]

49 [D loss: 0.371164, acc: 48.44%, op_acc: 40.62%] [G loss: 1.216956]

50 [D loss: 0.363316, acc: 56.25%, op_acc: 33.59%] [G loss: 1.123760]
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Epoch: 50, F1: 0.00000, F1P: 5

51 [D loss: 0.378968, acc: 49.22%, op_acc: 29.69%] [G loss: 1.171417]

52 [D loss: 0.344709, acc: 58.59%, op_acc: 32.03%] [G loss: 1.169485]

53 [D loss: 0.368097, acc: 53.12%, op_acc: 31.25%] [G loss: 1.158283]

54 [D loss: 0.362526, acc: 54.69%, op_acc: 37.50%] [G loss: 1.182296]

55 [D loss: 0.369491, acc: 52.34%, op_acc: 34.38%] [G loss: 1.123484]

56 [D loss: 0.381465, acc: 50.78%, op_acc: 30.47%] [G loss: 1.172594]

57 [D loss: 0.360147, acc: 57.03%, op_acc: 39.84%] [G loss: 1.100466]

58 [D loss: 0.359869, acc: 56.25%, op_acc: 30.47%] [G loss: 1.135433]

59 [D loss: 0.366221, acc: 53.12%, op_acc: 28.91%] [G loss: 1.151569]

60 [D loss: 0.372707, acc: 52.34%, op_acc: 33.59%] [G loss: 1.214709]

Epoch: 60, F1: 0.00000, F1P: 6

61 [D loss: 0.368312, acc: 55.47%, op_acc: 32.03%] [G loss: 1.183355]

62 [D loss: 0.344258, acc: 53.91%, op_acc: 35.94%] [G loss: 1.160569]

63 [D loss: 0.377552, acc: 50.00%, op_acc: 35.94%] [G loss: 1.181042]

64 [D loss: 0.361852, acc: 53.12%, op_acc: 36.72%] [G loss: 1.124358]

65 [D loss: 0.362056, acc: 53.12%, op_acc: 34.38%] [G loss: 1.132425]

66 [D loss: 0.362534, acc: 51.56%, op_acc: 43.75%] [G loss: 1.147422]

67 [D loss: 0.370542, acc: 53.91%, op_acc: 25.78%] [G loss: 1.122947]

68 [D loss: 0.380926, acc: 49.22%, op_acc: 36.72%] [G loss: 1.117381]

69 [D loss: 0.369557, acc: 55.47%, op_acc: 35.94%] [G loss: 1.077481]

70 [D loss: 0.368012, acc: 53.91%, op_acc: 24.22%] [G loss: 1.066180]

Epoch: 70, F1: 0.00000, F1P: 7
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71 [D loss: 0.379588, acc: 49.22%, op_acc: 35.16%] [G loss: 1.119493]

72 [D loss: 0.356292, acc: 56.25%, op_acc: 36.72%] [G loss: 1.084212]

73 [D loss: 0.357193, acc: 58.59%, op_acc: 34.38%] [G loss: 1.164393]

74 [D loss: 0.347406, acc: 56.25%, op_acc: 35.94%] [G loss: 1.159653]

75 [D loss: 0.369353, acc: 45.31%, op_acc: 35.94%] [G loss: 1.111808]

76 [D loss: 0.381800, acc: 50.78%, op_acc: 37.50%] [G loss: 1.124426]

77 [D loss: 0.359847, acc: 51.56%, op_acc: 37.50%] [G loss: 1.150707]

78 [D loss: 0.355877, acc: 53.91%, op_acc: 28.91%] [G loss: 1.069515]

79 [D loss: 0.367562, acc: 50.00%, op_acc: 34.38%] [G loss: 1.107454]

80 [D loss: 0.334205, acc: 59.38%, op_acc: 30.47%] [G loss: 1.150923]

Epoch: 80, F1: 0.00000, F1P: 8

81 [D loss: 0.348460, acc: 59.38%, op_acc: 32.81%] [G loss: 1.123273]

82 [D loss: 0.366012, acc: 54.69%, op_acc: 37.50%] [G loss: 1.174631]

83 [D loss: 0.351377, acc: 57.81%, op_acc: 37.50%] [G loss: 1.087580]

84 [D loss: 0.359605, acc: 54.69%, op_acc: 44.53%] [G loss: 1.147302]

85 [D loss: 0.365991, acc: 53.91%, op_acc: 35.16%] [G loss: 1.097752]

86 [D loss: 0.365358, acc: 54.69%, op_acc: 29.69%] [G loss: 1.129049]

87 [D loss: 0.345781, acc: 60.94%, op_acc: 43.75%] [G loss: 1.079568]

88 [D loss: 0.349165, acc: 60.16%, op_acc: 38.28%] [G loss: 1.104143]

89 [D loss: 0.355962, acc: 56.25%, op_acc: 35.16%] [G loss: 1.013063]

90 [D loss: 0.350434, acc: 62.50%, op_acc: 32.03%] [G loss: 1.084422]

Epoch: 90, F1: 0.03846, F1P: 9

91 [D loss: 0.350731, acc: 53.91%, op_acc: 42.19%] [G loss: 1.158438]
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92 [D loss: 0.356539, acc: 51.56%, op_acc: 38.28%] [G loss: 1.134113]

93 [D loss: 0.328994, acc: 66.41%, op_acc: 35.16%] [G loss: 1.077497]

94 [D loss: 0.340964, acc: 55.47%, op_acc: 39.06%] [G loss: 1.176894]

95 [D loss: 0.320275, acc: 64.84%, op_acc: 35.16%] [G loss: 1.116780]

96 [D loss: 0.341723, acc: 59.38%, op_acc: 35.94%] [G loss: 1.130624]

97 [D loss: 0.333231, acc: 62.50%, op_acc: 39.06%] [G loss: 1.130290]

98 [D loss: 0.342751, acc: 61.72%, op_acc: 41.41%] [G loss: 1.154406]

99 [D loss: 0.334769, acc: 64.06%, op_acc: 36.72%] [G loss: 1.143267]

100 [D loss: 0.341712, acc: 63.28%, op_acc: 34.38%] [G loss: 1.088861]

Epoch: 700, F1: 0.61905, F1P: 70

701 [D loss: 0.273970, acc: 76.56%, op_acc: 48.44%] [G loss: 1.208564]

702 [D loss: 0.257934, acc: 82.81%, op_acc: 60.94%] [G loss: 1.228546]

703 [D loss: 0.259901, acc: 81.25%, op_acc: 53.91%] [G loss: 1.168388]

704 [D loss: 0.245468, acc: 86.72%, op_acc: 55.47%] [G loss: 1.178979]

705 [D loss: 0.267725, acc: 84.38%, op_acc: 53.91%] [G loss: 1.213567]

706 [D loss: 0.246280, acc: 89.84%, op_acc: 60.16%] [G loss: 1.162920]

707 [D loss: 0.264048, acc: 77.34%, op_acc: 49.22%] [G loss: 1.150116]

708 [D loss: 0.253943, acc: 83.59%, op_acc: 53.12%] [G loss: 1.270462]

709 [D loss: 0.258614, acc: 82.03%, op_acc: 57.81%] [G loss: 1.142994]

710 [D loss: 0.264892, acc: 85.94%, op_acc: 53.91%] [G loss: 1.230421]

Epoch: 710, F1: 0.56604, F1P: 71

711 [D loss: 0.245545, acc: 88.28%, op_acc: 57.81%] [G loss: 1.170244]
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712 [D loss: 0.266359, acc: 78.91%, op_acc: 59.38%] [G loss: 1.250539]

713 [D loss: 0.264373, acc: 82.81%, op_acc: 46.88%] [G loss: 1.189223]

714 [D loss: 0.252420, acc: 85.16%, op_acc: 62.50%] [G loss: 1.166431]

715 [D loss: 0.262587, acc: 82.81%, op_acc: 56.25%] [G loss: 1.297352]

716 [D loss: 0.258857, acc: 83.59%, op_acc: 53.91%] [G loss: 1.168458]

717 [D loss: 0.257718, acc: 85.16%, op_acc: 53.12%] [G loss: 1.261794]

718 [D loss: 0.260605, acc: 81.25%, op_acc: 50.78%] [G loss: 1.227591]

719 [D loss: 0.243377, acc: 89.06%, op_acc: 59.38%] [G loss: 1.149416]

720 [D loss: 0.266184, acc: 81.25%, op_acc: 57.03%] [G loss: 1.220826]

Epoch: 720, F1: 0.27092, F1P: 72

721 [D loss: 0.247182, acc: 82.81%, op_acc: 48.44%] [G loss: 1.181571]

722 [D loss: 0.271552, acc: 77.34%, op_acc: 47.66%] [G loss: 1.195835]

723 [D loss: 0.261689, acc: 85.16%, op_acc: 53.91%] [G loss: 1.142213]

724 [D loss: 0.260063, acc: 84.38%, op_acc: 57.81%] [G loss: 1.213863]

725 [D loss: 0.270435, acc: 77.34%, op_acc: 52.34%] [G loss: 1.182143]

726 [D loss: 0.255273, acc: 81.25%, op_acc: 54.69%] [G loss: 1.222789]

727 [D loss: 0.263915, acc: 85.16%, op_acc: 53.91%] [G loss: 1.202248]

728 [D loss: 0.262080, acc: 83.59%, op_acc: 57.03%] [G loss: 1.191362]

729 [D loss: 0.258108, acc: 78.91%, op_acc: 57.03%] [G loss: 1.168001]

730 [D loss: 0.265966, acc: 81.25%, op_acc: 53.91%] [G loss: 1.168097]

Epoch: 730, F1: 0.15966, F1P: 73

731 [D loss: 0.257626, acc: 78.91%, op_acc: 56.25%] [G loss: 1.255620]

732 [D loss: 0.262793, acc: 81.25%, op_acc: 56.25%] [G loss: 1.262873]
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733 [D loss: 0.271085, acc: 75.00%, op_acc: 51.56%] [G loss: 1.163301]

734 [D loss: 0.251713, acc: 86.72%, op_acc: 55.47%] [G loss: 1.140602]

735 [D loss: 0.255405, acc: 82.03%, op_acc: 52.34%] [G loss: 1.266286]

736 [D loss: 0.253172, acc: 82.03%, op_acc: 59.38%] [G loss: 1.203853]

737 [D loss: 0.264024, acc: 83.59%, op_acc: 59.38%] [G loss: 1.247801]

738 [D loss: 0.250002, acc: 85.94%, op_acc: 55.47%] [G loss: 1.251143]

739 [D loss: 0.252500, acc: 84.38%, op_acc: 57.81%] [G loss: 1.246314]

740 [D loss: 0.259037, acc: 82.03%, op_acc: 51.56%] [G loss: 1.222259]

Epoch: 740, F1: 0.18182, F1P: 74

741 [D loss: 0.256353, acc: 82.03%, op_acc: 49.22%] [G loss: 1.176602]

742 [D loss: 0.258720, acc: 82.81%, op_acc: 56.25%] [G loss: 1.229297]

743 [D loss: 0.244920, acc: 85.94%, op_acc: 57.03%] [G loss: 1.161960]

744 [D loss: 0.266282, acc: 78.12%, op_acc: 55.47%] [G loss: 1.228846]

745 [D loss: 0.256011, acc: 79.69%, op_acc: 59.38%] [G loss: 1.282872]

746 [D loss: 0.257530, acc: 82.03%, op_acc: 58.59%] [G loss: 1.238561]

747 [D loss: 0.258488, acc: 85.16%, op_acc: 55.47%] [G loss: 1.243407]

748 [D loss: 0.252177, acc: 85.16%, op_acc: 56.25%] [G loss: 1.228418]

749 [D loss: 0.256107, acc: 85.16%, op_acc: 54.69%] [G loss: 1.189259]

750 [D loss: 0.262793, acc: 80.47%, op_acc: 57.81%] [G loss: 1.254765]

Epoch: 750, F1: 0.08207, F1P: 75

751 [D loss: 0.270590, acc: 78.91%, op_acc: 58.59%] [G loss: 1.219727]

752 [D loss: 0.247644, acc: 85.16%, op_acc: 57.03%] [G loss: 1.234891]

753 [D loss: 0.250360, acc: 88.28%, op_acc: 48.44%] [G loss: 1.207373]
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754 [D loss: 0.250306, acc: 89.84%, op_acc: 55.47%] [G loss: 1.258316]

755 [D loss: 0.253050, acc: 83.59%, op_acc: 67.19%] [G loss: 1.250992]

756 [D loss: 0.245221, acc: 87.50%, op_acc: 56.25%] [G loss: 1.181222]

757 [D loss: 0.256685, acc: 83.59%, op_acc: 60.16%] [G loss: 1.289905]

758 [D loss: 0.257698, acc: 80.47%, op_acc: 54.69%] [G loss: 1.265771]

759 [D loss: 0.245113, acc: 89.06%, op_acc: 56.25%] [G loss: 1.279315]

760 [D loss: 0.255687, acc: 82.03%, op_acc: 53.91%] [G loss: 1.260885]

Epoch: 760, F1: 0.43114, F1P: 76

761 [D loss: 0.229033, acc: 89.06%, op_acc: 58.59%] [G loss: 1.239542]

762 [D loss: 0.248291, acc: 84.38%, op_acc: 44.53%] [G loss: 1.285811]

763 [D loss: 0.249345, acc: 86.72%, op_acc: 57.03%] [G loss: 1.212575]

764 [D loss: 0.243815, acc: 89.84%, op_acc: 57.81%] [G loss: 1.290197]

765 [D loss: 0.237019, acc: 90.62%, op_acc: 60.94%] [G loss: 1.296971]

766 [D loss: 0.249055, acc: 84.38%, op_acc: 55.47%] [G loss: 1.266173]

767 [D loss: 0.249146, acc: 89.84%, op_acc: 62.50%] [G loss: 1.229435]

768 [D loss: 0.232441, acc: 87.50%, op_acc: 50.78%] [G loss: 1.214603]

769 [D loss: 0.237739, acc: 88.28%, op_acc: 53.91%] [G loss: 1.265310]

770 [D loss: 0.255434, acc: 82.03%, op_acc: 60.16%] [G loss: 1.280635]

Epoch: 770, F1: 0.41341, F1P: 77

771 [D loss: 0.251315, acc: 84.38%, op_acc: 55.47%] [G loss: 1.277451]

772 [D loss: 0.242467, acc: 86.72%, op_acc: 54.69%] [G loss: 1.271943]

773 [D loss: 0.246062, acc: 85.94%, op_acc: 55.47%] [G loss: 1.219514]

774 [D loss: 0.253903, acc: 81.25%, op_acc: 57.03%] [G loss: 1.229628]
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775 [D loss: 0.242396, acc: 90.62%, op_acc: 60.16%] [G loss: 1.294233]

776 [D loss: 0.242275, acc: 87.50%, op_acc: 60.94%] [G loss: 1.263274]

777 [D loss: 0.241296, acc: 83.59%, op_acc: 53.91%] [G loss: 1.208019]

778 [D loss: 0.231437, acc: 88.28%, op_acc: 57.03%] [G loss: 1.301692]

779 [D loss: 0.251911, acc: 89.84%, op_acc: 59.38%] [G loss: 1.224513]

780 [D loss: 0.235101, acc: 87.50%, op_acc: 60.16%] [G loss: 1.260003]

Epoch: 790, F1: 0.12112, F1P: 79

791 [D loss: 0.242751, acc: 84.38%, op_acc: 57.81%] [G loss: 1.210089]

792 [D loss: 0.251046, acc: 90.62%, op_acc: 60.94%] [G loss: 1.235329]

793 [D loss: 0.238390, acc: 89.06%, op_acc: 61.72%] [G loss: 1.280262]

794 [D loss: 0.248438, acc: 82.81%, op_acc: 59.38%] [G loss: 1.242981]

795 [D loss: 0.240698, acc: 85.94%, op_acc: 57.81%] [G loss: 1.241056]

796 [D loss: 0.238086, acc: 88.28%, op_acc: 54.69%] [G loss: 1.217072]

797 [D loss: 0.241968, acc: 84.38%, op_acc: 53.12%] [G loss: 1.302303]

798 [D loss: 0.254227, acc: 82.81%, op_acc: 57.81%] [G loss: 1.323084]

799 [D loss: 0.239929, acc: 86.72%, op_acc: 60.94%] [G loss: 1.298827]

800 [D loss: 0.231899, acc: 86.72%, op_acc: 58.59%] [G loss: 1.294172]

Epoch: 800, F1: 0.02167, F1P: 80

801 [D loss: 0.238764, acc: 86.72%, op_acc: 62.50%] [G loss: 1.328436]

802 [D loss: 0.234579, acc: 89.84%, op_acc: 59.38%] [G loss: 1.272727]

803 [D loss: 0.250241, acc: 82.81%, op_acc: 58.59%] [G loss: 1.311297]

804 [D loss: 0.240749, acc: 86.72%, op_acc: 60.94%] [G loss: 1.210595]
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805 [D loss: 0.241084, acc: 85.94%, op_acc: 58.59%] [G loss: 1.287291]

806 [D loss: 0.231249, acc: 85.94%, op_acc: 64.84%] [G loss: 1.302652]

807 [D loss: 0.229963, acc: 86.72%, op_acc: 60.16%] [G loss: 1.357216]

808 [D loss: 0.231737, acc: 83.59%, op_acc: 60.16%] [G loss: 1.270025]

809 [D loss: 0.241775, acc: 87.50%, op_acc: 63.28%] [G loss: 1.308101]

810 [D loss: 0.239789, acc: 89.84%, op_acc: 59.38%] [G loss: 1.302357]

Epoch: 810, F1: 0.04245, F1P: 81

811 [D loss: 0.244558, acc: 88.28%, op_acc: 57.03%] [G loss: 1.288499]

812 [D loss: 0.241177, acc: 89.84%, op_acc: 60.94%] [G loss: 1.342044]

813 [D loss: 0.241059, acc: 85.94%, op_acc: 57.03%] [G loss: 1.259164]

814 [D loss: 0.243532, acc: 92.19%, op_acc: 62.50%] [G loss: 1.280162]

815 [D loss: 0.228369, acc: 89.06%, op_acc: 63.28%] [G loss: 1.324009]

816 [D loss: 0.230659, acc: 90.62%, op_acc: 57.81%] [G loss: 1.286424]

817 [D loss: 0.228233, acc: 88.28%, op_acc: 58.59%] [G loss: 1.348555]

818 [D loss: 0.231975, acc: 88.28%, op_acc: 57.81%] [G loss: 1.225693]

819 [D loss: 0.222730, acc: 92.97%, op_acc: 68.75%] [G loss: 1.309636]

820 [D loss: 0.228098, acc: 90.62%, op_acc: 66.41%] [G loss: 1.313805]

Epoch: 820, F1: 0.01297, F1P: 82

821 [D loss: 0.246373, acc: 87.50%, op_acc: 56.25%] [G loss: 1.309121]

822 [D loss: 0.231774, acc: 86.72%, op_acc: 59.38%] [G loss: 1.241728]

823 [D loss: 0.236071, acc: 84.38%, op_acc: 67.97%] [G loss: 1.267977]

824 [D loss: 0.246304, acc: 87.50%, op_acc: 64.84%] [G loss: 1.314460]

825 [D loss: 0.244048, acc: 84.38%, op_acc: 57.81%] [G loss: 1.336302]
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826 [D loss: 0.218040, acc: 90.62%, op_acc: 59.38%] [G loss: 1.287349]

827 [D loss: 0.238107, acc: 89.84%, op_acc: 58.59%] [G loss: 1.303073]

828 [D loss: 0.238809, acc: 86.72%, op_acc: 63.28%] [G loss: 1.278054]

829 [D loss: 0.224400, acc: 92.19%, op_acc: 64.06%] [G loss: 1.303020]

830 [D loss: 0.231695, acc: 88.28%, op_acc: 64.84%] [G loss: 1.337551]

Epoch: 830, F1: 0.01221, F1P: 83

831 [D loss: 0.249243, acc: 83.59%, op_acc: 52.34%] [G loss: 1.370661]

832 [D loss: 0.240082, acc: 85.94%, op_acc: 61.72%] [G loss: 1.333508]

833 [D loss: 0.238277, acc: 85.94%, op_acc: 59.38%] [G loss: 1.310955]

834 [D loss: 0.225107, acc: 92.19%, op_acc: 62.50%] [G loss: 1.256901]

835 [D loss: 0.244436, acc: 82.81%, op_acc: 67.19%] [G loss: 1.258790]

836 [D loss: 0.237193, acc: 90.62%, op_acc: 57.03%] [G loss: 1.281763]

837 [D loss: 0.241413, acc: 83.59%, op_acc: 64.06%] [G loss: 1.283474]

838 [D loss: 0.224269, acc: 87.50%, op_acc: 64.06%] [G loss: 1.262559]

839 [D loss: 0.239450, acc: 83.59%, op_acc: 64.84%] [G loss: 1.290556]

840 [D loss: 0.235585, acc: 86.72%, op_acc: 57.03%] [G loss: 1.287569]

Epoch: 840, F1: 0.00527, F1P: 84

841 [D loss: 0.243248, acc: 86.72%, op_acc: 67.19%] [G loss: 1.324806]

842 [D loss: 0.241393, acc: 89.06%, op_acc: 67.97%] [G loss: 1.279142]

843 [D loss: 0.240518, acc: 86.72%, op_acc: 60.94%] [G loss: 1.330524]

844 [D loss: 0.230132, acc: 88.28%, op_acc: 67.97%] [G loss: 1.349382]

845 [D loss: 0.227199, acc: 88.28%, op_acc: 64.84%] [G loss: 1.291792]

846 [D loss: 0.239673, acc: 85.94%, op_acc: 57.03%] [G loss: 1.226609]
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847 [D loss: 0.243394, acc: 85.16%, op_acc: 60.16%] [G loss: 1.282964]

848 [D loss: 0.235961, acc: 91.41%, op_acc: 68.75%] [G loss: 1.244249]

849 [D loss: 0.239907, acc: 82.81%, op_acc: 61.72%] [G loss: 1.289389]

850 [D loss: 0.239225, acc: 82.81%, op_acc: 62.50%] [G loss: 1.254067]

Epoch: 850, F1: 0.00996, F1P: 85

851 [D loss: 0.236157, acc: 86.72%, op_acc: 67.97%] [G loss: 1.277538]

852 [D loss: 0.237244, acc: 89.84%, op_acc: 64.06%] [G loss: 1.349630]

853 [D loss: 0.239112, acc: 85.16%, op_acc: 61.72%] [G loss: 1.348577]

854 [D loss: 0.230141, acc: 91.41%, op_acc: 66.41%] [G loss: 1.323152]

855 [D loss: 0.237422, acc: 85.16%, op_acc: 56.25%] [G loss: 1.286867]

856 [D loss: 0.246667, acc: 88.28%, op_acc: 64.06%] [G loss: 1.357644]

857 [D loss: 0.226627, acc: 90.62%, op_acc: 64.06%] [G loss: 1.361973]

858 [D loss: 0.233528, acc: 86.72%, op_acc: 65.62%] [G loss: 1.296245]

859 [D loss: 0.236819, acc: 85.16%, op_acc: 64.06%] [G loss: 1.272057]

860 [D loss: 0.225900, acc: 95.31%, op_acc: 66.41%] [G loss: 1.277183]

Epoch: 860, F1: 0.00478, F1P: 86

861 [D loss: 0.246469, acc: 85.94%, op_acc: 61.72%] [G loss: 1.245772]

862 [D loss: 0.246721, acc: 85.16%, op_acc: 64.84%] [G loss: 1.267796]

863 [D loss: 0.262220, acc: 78.91%, op_acc: 57.03%] [G loss: 1.345001]

864 [D loss: 0.265785, acc: 82.81%, op_acc: 67.19%] [G loss: 1.351193]

865 [D loss: 0.232305, acc: 85.16%, op_acc: 60.16%] [G loss: 1.297333]

866 [D loss: 0.242391, acc: 89.06%, op_acc: 71.88%] [G loss: 1.343187]

867 [D loss: 0.238324, acc: 89.06%, op_acc: 62.50%] [G loss: 1.266564]
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868 [D loss: 0.227644, acc: 89.06%, op_acc: 67.97%] [G loss: 1.329407]

869 [D loss: 0.226312, acc: 90.62%, op_acc: 65.62%] [G loss: 1.333394]

870 [D loss: 0.231776, acc: 85.94%, op_acc: 69.53%] [G loss: 1.285670]

Epoch: 1000, F1: 0.13578, F1P: 100

1001 [D loss: 0.222308, acc: 87.50%, op_acc: 67.19%] [G loss: 1.39428]

1002 [D loss: 0.232537, acc: 86.72%, op_acc: 57.81%] [G loss: 1.41239]

1003 [D loss: 0.232044, acc: 89.06%, op_acc: 64.84%] [G loss: 1.33978]

1004 [D loss: 0.229038, acc: 88.28%, op_acc: 69.53%] [G loss: 1.32122]

1005 [D loss: 0.226440, acc: 86.72%, op_acc: 64.06%] [G loss: 1.38091]

1006 [D loss: 0.231031, acc: 87.50%, op_acc: 64.84%] [G loss: 1.42875]

1007 [D loss: 0.208862, acc: 88.28%, op_acc: 67.19%] [G loss: 1.37109]

1008 [D loss: 0.230759, acc: 89.06%, op_acc: 60.94%] [G loss: 1.38492]

1009 [D loss: 0.237521, acc: 87.50%, op_acc: 59.38%] [G loss: 1.30113]

1010 [D loss: 0.242663, acc: 82.03%, op_acc: 59.38%] [G loss: 1.38869]

Epoch: 1010, F1: 0.26829, F1P: 101

1011 [D loss: 0.221317, acc: 88.28%, op_acc: 64.06%] [G loss: 1.41679]

1012 [D loss: 0.219401, acc: 90.62%, op_acc: 66.41%] [G loss: 1.39695]

1013 [D loss: 0.218739, acc: 87.50%, op_acc: 70.31%] [G loss: 1.39246]

1014 [D loss: 0.228483, acc: 89.84%, op_acc: 67.97%] [G loss: 1.42998]

1015 [D loss: 0.230029, acc: 89.84%, op_acc: 65.62%] [G loss: 1.46794]

1016 [D loss: 0.218670, acc: 88.28%, op_acc: 68.75%] [G loss: 1.46159]

1017 [D loss: 0.229189, acc: 89.84%, op_acc: 61.72%] [G loss: 1.39781]
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1018 [D loss: 0.235904, acc: 89.84%, op_acc: 64.84%] [G loss: 1.39941]

1019 [D loss: 0.214666, acc: 87.50%, op_acc: 69.53%] [G loss: 1.33156]

1020 [D loss: 0.218251, acc: 90.62%, op_acc: 70.31%] [G loss: 1.37547]

Epoch: 1050, F1: 0.30556, F1P: 105

1051 [D loss: 0.220955, acc: 89.84%, op_acc: 68.75%] [G loss: 1.43188]

1052 [D loss: 0.213529, acc: 91.41%, op_acc: 71.09%] [G loss: 1.37872]

1053 [D loss: 0.221695, acc: 85.94%, op_acc: 74.22%] [G loss: 1.49647]

1054 [D loss: 0.228996, acc: 86.72%, op_acc: 66.41%] [G loss: 1.47554]

1055 [D loss: 0.218279, acc: 89.06%, op_acc: 69.53%] [G loss: 1.36148]

1057 [D loss: 0.215970, acc: 92.19%, op_acc: 67.19%] [G loss: 1.40440]

1058 [D loss: 0.224381, acc: 87.50%, op_acc: 65.62%] [G loss: 1.41781]

1059 [D loss: 0.219830, acc: 87.50%, op_acc: 68.75%] [G loss: 1.44738]

1060 [D loss: 0.221929, acc: 89.84%, op_acc: 66.41%] [G loss: 1.34906]

Epoch: 1080, F1: 0.35955, F1P: 108

1081 [D loss: 0.210246, acc: 91.41%, op_acc: 63.28%] [G loss: 1.44361]

1082 [D loss: 0.216443, acc: 88.28%, op_acc: 71.09%] [G loss: 1.43302]

1083 [D loss: 0.218390, acc: 89.06%, op_acc: 64.06%] [G loss: 1.38028]

1084 [D loss: 0.244240, acc: 82.03%, op_acc: 60.16%] [G loss: 1.44365]

1085 [D loss: 0.198676, acc: 89.06%, op_acc: 67.97%] [G loss: 1.44369]

1086 [D loss: 0.206851, acc: 92.19%, op_acc: 73.44%] [G loss: 1.44820]

1087 [D loss: 0.216971, acc: 87.50%, op_acc: 64.84%] [G loss: 1.44764]
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1088 [D loss: 0.211500, acc: 92.97%, op_acc: 67.19%] [G loss: 1.42801]

1089 [D loss: 0.209783, acc: 91.41%, op_acc: 67.97%] [G loss: 1.47678]

1090 [D loss: 0.205377, acc: 91.41%, op_acc: 68.75%] [G loss: 1.42175]

Epoch: 1090, F1: 0.12892, F1P: 109

1091 [D loss: 0.216449, acc: 86.72%, op_acc: 68.75%] [G loss: 1.44607]

1092 [D loss: 0.219067, acc: 86.72%, op_acc: 62.50%] [G loss: 1.51941]

1093 [D loss: 0.198425, acc: 95.31%, op_acc: 67.97%] [G loss: 1.51074]

1094 [D loss: 0.204913, acc: 91.41%, op_acc: 75.00%] [G loss: 1.52139]

1095 [D loss: 0.203649, acc: 93.75%, op_acc: 72.66%] [G loss: 1.36236]

1096 [D loss: 0.195822, acc: 92.19%, op_acc: 65.62%] [G loss: 1.43254]

1097 [D loss: 0.213050, acc: 92.97%, op_acc: 70.31%] [G loss: 1.45145]

1098 [D loss: 0.217413, acc: 89.06%, op_acc: 61.72%] [G loss: 1.40149]

1099 [D loss: 0.216992, acc: 92.97%, op_acc: 67.97%] [G loss: 1.41071]

1100 [D loss: 0.213001, acc: 92.19%, op_acc: 64.84%] [G loss: 1.46727]

Epoch: 1100, F1: 0.24832, F1P: 110

1101 [D loss: 0.212600, acc: 89.84%, op_acc: 61.72%] [G loss: 1.43319]

1102 [D loss: 0.216924, acc: 90.62%, op_acc: 60.94%] [G loss: 1.45820]

1103 [D loss: 0.216597, acc: 90.62%, op_acc: 67.97%] [G loss: 1.485122

1104 [D loss: 0.221240, acc: 92.19%, op_acc: 67.97%] [G loss: 1.52052]

1105 [D loss: 0.203523, acc: 92.97%, op_acc: 72.66%] [G loss: 1.39889]

1106 [D loss: 0.204489, acc: 94.53%, op_acc: 77.34%] [G loss: 1.50921]

1107 [D loss: 0.200537, acc: 92.97%, op_acc: 73.44%] [G loss: 1.45338]

1108 [D loss: 0.199619, acc: 91.41%, op_acc: 65.62%] [G loss: 1.45882]
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1109 [D loss: 0.210808, acc: 89.84%, op_acc: 67.19%] [G loss: 1.49735]

1110 [D loss: 0.211795, acc: 94.53%, op_acc: 71.09%] [G loss: 1.54874]

Epoch: 1110, F1: 0.12693, F1P: 111

1111 [D loss: 0.210726, acc: 91.41%, op_acc: 71.09%] [G loss: 1.55177]

1112 [D loss: 0.202197, acc: 92.97%, op_acc: 67.97%] [G loss: 1.47095]

1113 [D loss: 0.196434, acc: 89.84%, op_acc: 69.53%] [G loss: 1.51123]

1114 [D loss: 0.201657, acc: 91.41%, op_acc: 68.75%] [G loss: 1.58914]

1115 [D loss: 0.210086, acc: 91.41%, op_acc: 64.84%] [G loss: 1.45863]

1116 [D loss: 0.193106, acc: 93.75%, op_acc: 70.31%] [G loss: 1.53273]

1117 [D loss: 0.203728, acc: 90.62%, op_acc: 67.97%] [G loss: 1.51563]

1118 [D loss: 0.208105, acc: 92.19%, op_acc: 70.31%] [G loss: 1.52351]

1119 [D loss: 0.213231, acc: 92.97%, op_acc: 64.84%] [G loss: 1.55756]

1120 [D loss: 0.206735, acc: 85.94%, op_acc: 65.62%] [G loss: 1.50972]

Epoch: 1120, F1: 0.23948, F1P: 112

1121 [D loss: 0.203712, acc: 94.53%, op_acc: 70.31%] [G loss: 1.59978]

1122 [D loss: 0.203456, acc: 88.28%, op_acc: 69.53%] [G loss: 1.46210]

1123 [D loss: 0.200533, acc: 93.75%, op_acc: 67.19%] [G loss: 1.46818]

1124 [D loss: 0.222183, acc: 88.28%, op_acc: 67.19%] [G loss: 1.39674]

1125 [D loss: 0.212158, acc: 89.84%, op_acc: 68.75%] [G loss: 1.48143]

1126 [D loss: 0.203652, acc: 94.53%, op_acc: 71.88%] [G loss: 1.48994]

1127 [D loss: 0.195578, acc: 91.41%, op_acc: 65.62%] [G loss: 1.55869]

1128 [D loss: 0.196927, acc: 93.75%, op_acc: 61.72%] [G loss: 1.57270]

1129 [D loss: 0.191368, acc: 91.41%, op_acc: 69.53%] [G loss: 1.49431]
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1130 [D loss: 0.204565, acc: 88.28%, op_acc: 78.12%] [G loss: 1.54552]

Epoch: 1130, F1: 0.07792, F1P: 113

1131 [D loss: 0.205292, acc: 92.19%, op_acc: 70.31%] [G loss: 1.53771]

1132 [D loss: 0.218049, acc: 87.50%, op_acc: 66.41%] [G loss: 1.57354]

1133 [D loss: 0.211027, acc: 94.53%, op_acc: 65.62%] [G loss: 1.45510]

1134 [D loss: 0.201996, acc: 89.84%, op_acc: 68.75%] [G loss: 1.54918]

1135 [D loss: 0.211001, acc: 87.50%, op_acc: 70.31%] [G loss: 1.45216]

1136 [D loss: 0.212393, acc: 91.41%, op_acc: 68.75%] [G loss: 1.52343]

1137 [D loss: 0.201547, acc: 95.31%, op_acc: 72.66%] [G loss: 1.41600]

1138 [D loss: 0.202018, acc: 96.09%, op_acc: 61.72%] [G loss: 1.47321]

1139 [D loss: 0.212943, acc: 90.62%, op_acc: 64.06%] [G loss: 1.49548]

1140 [D loss: 0.190821, acc: 93.75%, op_acc: 71.88%] [G loss: 1.46505]

Epoch: 1140, F1: 0.06080, F1P: 114

1141 [D loss: 0.201051, acc: 91.41%, op_acc: 69.53%] [G loss: 1.55103]

1142 [D loss: 0.217152, acc: 89.84%, op_acc: 70.31%] [G loss: 1.59306]

1143 [D loss: 0.218053, acc: 87.50%, op_acc: 66.41%] [G loss: 1.59488]

1144 [D loss: 0.202476, acc: 88.28%, op_acc: 62.50%] [G loss: 1.52498]

1145 [D loss: 0.203718, acc: 94.53%, op_acc: 65.62%] [G loss: 1.59648]

1146 [D loss: 0.186336, acc: 94.53%, op_acc: 75.00%] [G loss: 1.59943]

1147 [D loss: 0.191933, acc: 96.88%, op_acc: 67.19%] [G loss: 1.50303]

1148 [D loss: 0.194363, acc: 92.19%, op_acc: 76.56%] [G loss: 1.53717]

1149 [D loss: 0.208409, acc: 89.06%, op_acc: 67.19%] [G loss: 1.62062]

1150 [D loss: 0.206777, acc: 91.41%, op_acc: 73.44%] [G loss: 1.47273]
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Epoch: 1150, F1: 0.01521, F1P: 115

1151 [D loss: 0.198371, acc: 90.62%, op_acc: 67.19%] [G loss: 1.61321]

1152 [D loss: 0.205665, acc: 87.50%, op_acc: 70.31%] [G loss: 1.58799]

1153 [D loss: 0.193298, acc: 91.41%, op_acc: 71.88%] [G loss: 1.59114]

1154 [D loss: 0.192280, acc: 94.53%, op_acc: 78.12%] [G loss: 1.52777]

1155 [D loss: 0.201438, acc: 89.06%, op_acc: 75.78%] [G loss: 1.54824]

1156 [D loss: 0.185604, acc: 95.31%, op_acc: 69.53%] [G loss: 1.52720]

1157 [D loss: 0.184719, acc: 96.09%, op_acc: 74.22%] [G loss: 1.51766]

1158 [D loss: 0.198326, acc: 92.97%, op_acc: 72.66%] [G loss: 1.56887]

1159 [D loss: 0.188869, acc: 94.53%, op_acc: 70.31%] [G loss: 1.52251]

1160 [D loss: 0.187886, acc: 93.75%, op_acc: 64.06%] [G loss: 1.55606]

Epoch: 1160, F1: 0.04857, F1P: 116

1161 [D loss: 0.194841, acc: 94.53%, op_acc: 70.31%] [G loss: 1.57923]

1162 [D loss: 0.192126, acc: 92.97%, op_acc: 66.41%] [G loss: 1.53467]

1163 [D loss: 0.183302, acc: 96.09%, op_acc: 71.88%] [G loss: 1.66233]

1164 [D loss: 0.184189, acc: 93.75%, op_acc: 66.41%] [G loss: 1.59285]

1165 [D loss: 0.180880, acc: 96.09%, op_acc: 76.56%] [G loss: 1.70809]

1166 [D loss: 0.203913, acc: 94.53%, op_acc: 65.62%] [G loss: 1.63189]

1167 [D loss: 0.196364, acc: 91.41%, op_acc: 69.53%] [G loss: 1.66986]

1168 [D loss: 0.190548, acc: 92.97%, op_acc: 67.97%] [G loss: 1.60546]

1169 [D loss: 0.189782, acc: 92.19%, op_acc: 71.88%] [G loss: 1.61989]

1170 [D loss: 0.184751, acc: 92.19%, op_acc: 69.53%] [G loss: 1.62327]

Epoch: 1170, F1: 0.00987, F1P: 117
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1171 [D loss: 0.196055, acc: 90.62%, op_acc: 73.44%] [G loss: 1.53340]

1172 [D loss: 0.189313, acc: 94.53%, op_acc: 75.00%] [G loss: 1.61887]

1173 [D loss: 0.192712, acc: 93.75%, op_acc: 74.22%] [G loss: 1.69985]

1174 [D loss: 0.193485, acc: 92.97%, op_acc: 73.44%] [G loss: 1.64900]

1175 [D loss: 0.179837, acc: 94.53%, op_acc: 73.44%] [G loss: 1.63552]

1176 [D loss: 0.180239, acc: 94.53%, op_acc: 79.69%] [G loss: 1.67986]

1177 [D loss: 0.186160, acc: 92.97%, op_acc: 73.44%] [G loss: 1.53767]

1178 [D loss: 0.192920, acc: 92.19%, op_acc: 73.44%] [G loss: 1.58891]

1179 [D loss: 0.209125, acc: 89.84%, op_acc: 66.41%] [G loss: 1.62000]

1180 [D loss: 0.183757, acc: 92.97%, op_acc: 70.31%] [G loss: 1.59014]

Epoch: 1180, F1: 0.01357, F1P: 118

1181 [D loss: 0.180965, acc: 92.97%, op_acc: 73.44%] [G loss: 1.69469]

1182 [D loss: 0.181026, acc: 92.97%, op_acc: 69.53%] [G loss: 1.58509]

1183 [D loss: 0.198699, acc: 89.84%, op_acc: 68.75%] [G loss: 1.55336]

1184 [D loss: 0.180821, acc: 92.97%, op_acc: 72.66%] [G loss: 1.58404]

1185 [D loss: 0.181571, acc: 96.09%, op_acc: 67.19%] [G loss: 1.60918]

1186 [D loss: 0.175041, acc: 98.44%, op_acc: 68.75%] [G loss: 1.61485]

1187 [D loss: 0.187833, acc: 94.53%, op_acc: 67.19%] [G loss: 1.62214]

1188 [D loss: 0.190362, acc: 90.62%, op_acc: 69.53%] [G loss: 1.52013]

1189 [D loss: 0.198060, acc: 90.62%, op_acc: 73.44%] [G loss: 1.61183]

1190 [D loss: 0.196709, acc: 90.62%, op_acc: 70.31%] [G loss: 1.66647]

Epoch: 1190, F1: 0.03697, F1P: 119

1191 [D loss: 0.177232, acc: 96.88%, op_acc: 66.41%] [G loss: 1.68790]
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1192 [D loss: 0.202225, acc: 89.06%, op_acc: 71.88%] [G loss: 1.68147]

1193 [D loss: 0.183099, acc: 92.97%, op_acc: 71.09%] [G loss: 1.68898]

1194 [D loss: 0.195333, acc: 92.97%, op_acc: 72.66%] [G loss: 1.66041]

1195 [D loss: 0.187615, acc: 93.75%, op_acc: 64.84%] [G loss: 1.64243]

1196 [D loss: 0.184253, acc: 95.31%, op_acc: 71.88%] [G loss: 1.62317]

1197 [D loss: 0.187456, acc: 95.31%, op_acc: 70.31%] [G loss: 1.64775]

1198 [D loss: 0.178950, acc: 92.97%, op_acc: 74.22%] [G loss: 1.59234]

1199 [D loss: 0.189897, acc: 89.06%, op_acc: 69.53%] [G loss: 1.66760]

1200 [D loss: 0.202765, acc: 92.19%, op_acc: 74.22%] [G loss: 1.64999]

Epoch: 1200, F1: 0.01634, F1P: 120

1201 [D loss: 0.179955, acc: 95.31%, op_acc: 76.56%] [G loss: 1.72914]

1202 [D loss: 0.196352, acc: 90.62%, op_acc: 70.31%] [G loss: 1.74466]

1203 [D loss: 0.195895, acc: 94.53%, op_acc: 71.09%] [G loss: 1.68433]

1204 [D loss: 0.171101, acc: 95.31%, op_acc: 78.12%] [G loss: 1.60821]

1205 [D loss: 0.189309, acc: 94.53%, op_acc: 80.47%] [G loss: 1.65672]

1206 [D loss: 0.187287, acc: 94.53%, op_acc: 65.62%] [G loss: 1.65748]

1207 [D loss: 0.198767, acc: 90.62%, op_acc: 78.91%] [G loss: 1.66656]

1208 [D loss: 0.167054, acc: 96.88%, op_acc: 76.56%] [G loss: 1.66155]

1209 [D loss: 0.187906, acc: 96.09%, op_acc: 75.78%] [G loss: 1.69504]

1210 [D loss: 0.175784, acc: 93.75%, op_acc: 74.22%] [G loss: 1.63193]

Epoch: 1210, F1: 0.00862, F1P: 121

1211 [D loss: 0.195728, acc: 89.84%, op_acc: 75.78%] [G loss: 1.58639]

1212 [D loss: 0.193532, acc: 92.19%, op_acc: 71.09%] [G loss: 1.67629]
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1213 [D loss: 0.187973, acc: 91.41%, op_acc: 71.09%] [G loss: 1.67978]

1214 [D loss: 0.191566, acc: 90.62%, op_acc: 72.66%] [G loss: 1.66728]

1215 [D loss: 0.173045, acc: 95.31%, op_acc: 73.44%] [G loss: 1.64306]

1216 [D loss: 0.180091, acc: 97.66%, op_acc: 76.56%] [G loss: 1.64323]

1217 [D loss: 0.189475, acc: 90.62%, op_acc: 75.00%] [G loss: 1.71452]

1218 [D loss: 0.190526, acc: 92.97%, op_acc: 75.00%] [G loss: 1.69925]

1219 [D loss: 0.183534, acc: 95.31%, op_acc: 80.47%] [G loss: 1.72505]

1220 [D loss: 0.188790, acc: 93.75%, op_acc: 68.75%] [G loss: 1.61364]

Epoch: 1350, F1: 0.44720, F1P: 135

1351 [D loss: 0.168542, acc: 96.88%, op_acc: 80.47%] [G loss: 1.73419]

1352 [D loss: 0.161431, acc: 96.88%, op_acc: 88.28%] [G loss: 1.82230]

1353 [D loss: 0.167804, acc: 97.66%, op_acc: 84.38%] [G loss: 1.68920]

1354 [D loss: 0.164733, acc: 93.75%, op_acc: 85.94%] [G loss: 1.87572]

1355 [D loss: 0.171854, acc: 96.88%, op_acc: 84.38%] [G loss: 1.88716]

1356 [D loss: 0.166711, acc: 94.53%, op_acc: 79.69%] [G loss: 1.77717]

1357 [D loss: 0.170387, acc: 95.31%, op_acc: 75.78%] [G loss: 1.74140]

1358 [D loss: 0.180897, acc: 92.19%, op_acc: 78.12%] [G loss: 1.77230]

1359 [D loss: 0.170866, acc: 92.97%, op_acc: 76.56%] [G loss: 1.71007]

1360 [D loss: 0.168630, acc: 94.53%, op_acc: 84.38%] [G loss: 1.79441]

Epoch: 1360, F1: 0.33484, F1P: 136

1361 [D loss: 0.180332, acc: 90.62%, op_acc: 78.12%] [G loss: 1.79321]

1362 [D loss: 0.176693, acc: 93.75%, op_acc: 81.25%] [G loss: 1.74400]

1363 [D loss: 0.169910, acc: 95.31%, op_acc: 89.06%] [G loss: 1.83925]
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1364 [D loss: 0.180690, acc: 92.19%, op_acc: 81.25%] [G loss: 1.71416]

1365 [D loss: 0.171752, acc: 93.75%, op_acc: 80.47%] [G loss: 1.92729]

1366 [D loss: 0.167079, acc: 97.66%, op_acc: 84.38%] [G loss: 1.79844]

1367 [D loss: 0.182308, acc: 94.53%, op_acc: 74.22%] [G loss: 1.82351]

1368 [D loss: 0.162273, acc: 96.09%, op_acc: 82.03%] [G loss: 1.88638]

1369 [D loss: 0.181199, acc: 93.75%, op_acc: 82.03%] [G loss: 1.73081]

1370 [D loss: 0.174823, acc: 92.97%, op_acc: 82.81%] [G loss: 1.70549]

Epoch: 1370, F1: 0.21512, F1P: 137

1371 [D loss: 0.177312, acc: 90.62%, op_acc: 85.16%] [G loss: 1.69891]

1372 [D loss: 0.167104, acc: 93.75%, op_acc: 82.81%] [G loss: 1.81781]

1373 [D loss: 0.172837, acc: 92.97%, op_acc: 80.47%] [G loss: 1.73955]

1374 [D loss: 0.174552, acc: 96.88%, op_acc: 84.38%] [G loss: 1.78231]

1375 [D loss: 0.165713, acc: 97.66%, op_acc: 82.81%] [G loss: 1.79945]

1376 [D loss: 0.178652, acc: 92.97%, op_acc: 83.59%] [G loss: 1.75277]

1377 [D loss: 0.163761, acc: 93.75%, op_acc: 87.50%] [G loss: 1.87115]

1378 [D loss: 0.169385, acc: 97.66%, op_acc: 81.25%] [G loss: 1.80540]

1379 [D loss: 0.170054, acc: 95.31%, op_acc: 85.16%] [G loss: 1.73364]

1380 [D loss: 0.164093, acc: 98.44%, op_acc: 79.69%] [G loss: 1.85241]

Epoch: 1380, F1: 0.11396, F1P: 138

1381 [D loss: 0.162601, acc: 92.97%, op_acc: 85.16%] [G loss: 1.85765]

1382 [D loss: 0.184412, acc: 91.41%, op_acc: 71.09%] [G loss: 1.80081]

1383 [D loss: 0.176580, acc: 92.97%, op_acc: 83.59%] [G loss: 1.71000]

1384 [D loss: 0.164878, acc: 95.31%, op_acc: 83.59%] [G loss: 1.86962]
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1385 [D loss: 0.181684, acc: 92.19%, op_acc: 78.12%] [G loss: 1.93950]

1386 [D loss: 0.171957, acc: 94.53%, op_acc: 82.03%] [G loss: 1.89489]

1387 [D loss: 0.186974, acc: 89.84%, op_acc: 74.22%] [G loss: 1.88942]

1388 [D loss: 0.193980, acc: 92.19%, op_acc: 81.25%] [G loss: 1.73070]

1389 [D loss: 0.177286, acc: 92.19%, op_acc: 85.16%] [G loss: 1.79157]

1390 [D loss: 0.170665, acc: 95.31%, op_acc: 79.69%] [G loss: 1.77527]

Epoch: 1430, F1: 0.00426, F1P: 143

1431 [D loss: 0.178400, acc: 93.75%, op_acc: 81.25%] [G loss: 1.87387]

1432 [D loss: 0.186821, acc: 91.41%, op_acc: 78.12%] [G loss: 1.78457]

1433 [D loss: 0.167923, acc: 95.31%, op_acc: 80.47%] [G loss: 1.80346]

1434 [D loss: 0.180961, acc: 89.06%, op_acc: 77.34%] [G loss: 1.78544]

1435 [D loss: 0.170533, acc: 93.75%, op_acc: 79.69%] [G loss: 1.91138]

1436 [D loss: 0.175007, acc: 92.97%, op_acc: 84.38%] [G loss: 1.70851]

1437 [D loss: 0.176861, acc: 92.97%, op_acc: 80.47%] [G loss: 1.81167]

1438 [D loss: 0.161414, acc: 96.09%, op_acc: 83.59%] [G loss: 1.72910]

1439 [D loss: 0.158815, acc: 95.31%, op_acc: 83.59%] [G loss: 1.63294]

1440 [D loss: 0.166705, acc: 96.88%, op_acc: 82.03%] [G loss: 1.73114]

Epoch: 1440, F1: 0.00837, F1P: 144

1441 [D loss: 0.165710, acc: 94.53%, op_acc: 85.94%] [G loss: 1.81159]

1442 [D loss: 0.184819, acc: 91.41%, op_acc: 80.47%] [G loss: 1.72275]

1443 [D loss: 0.171089, acc: 94.53%, op_acc: 81.25%] [G loss: 1.73447]

1444 [D loss: 0.172002, acc: 94.53%, op_acc: 82.81%] [G loss: 1.67435]
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1445 [D loss: 0.173466, acc: 95.31%, op_acc: 80.47%] [G loss: 1.76917]

1446 [D loss: 0.168157, acc: 96.09%, op_acc: 75.00%] [G loss: 1.90501]

1447 [D loss: 0.174250, acc: 93.75%, op_acc: 87.50%] [G loss: 1.85031]

1448 [D loss: 0.177070, acc: 92.19%, op_acc: 82.81%] [G loss: 1.86037]

1449 [D loss: 0.162835, acc: 97.66%, op_acc: 78.91%] [G loss: 1.81521]

1450 [D loss: 0.175922, acc: 95.31%, op_acc: 83.59%] [G loss: 1.77611]

Epoch: 1450, F1: 0.00528, F1P: 145

1451 [D loss: 0.160118, acc: 93.75%, op_acc: 82.81%] [G loss: 1.69905]

1452 [D loss: 0.159947, acc: 96.88%, op_acc: 80.47%] [G loss: 1.63061]

1453 [D loss: 0.172977, acc: 95.31%, op_acc: 76.56%] [G loss: 1.70066]

1454 [D loss: 0.174831, acc: 92.97%, op_acc: 83.59%] [G loss: 1.83185]

1455 [D loss: 0.176523, acc: 93.75%, op_acc: 79.69%] [G loss: 1.83113]

1456 [D loss: 0.159923, acc: 97.66%, op_acc: 82.03%] [G loss: 1.80283]

1457 [D loss: 0.172117, acc: 96.88%, op_acc: 76.56%] [G loss: 1.73458]

1458 [D loss: 0.180025, acc: 92.97%, op_acc: 75.00%] [G loss: 1.82496]

1459 [D loss: 0.171037, acc: 97.66%, op_acc: 75.78%] [G loss: 1.78071]

1460 [D loss: 0.174516, acc: 92.19%, op_acc: 82.81%] [G loss: 1.81473]

Epoch: 1460, F1: 0.00405, F1P: 146

1461 [D loss: 0.183690, acc: 90.62%, op_acc: 77.34%] [G loss: 1.72424]

1462 [D loss: 0.162657, acc: 97.66%, op_acc: 84.38%] [G loss: 1.81476]

1463 [D loss: 0.165948, acc: 96.88%, op_acc: 77.34%] [G loss: 1.79677]

1464 [D loss: 0.163302, acc: 96.09%, op_acc: 85.16%] [G loss: 1.91591]

1465 [D loss: 0.172688, acc: 93.75%, op_acc: 78.12%] [G loss: 1.79918]
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1466 [D loss: 0.167120, acc: 96.09%, op_acc: 84.38%] [G loss: 1.68703]

1467 [D loss: 0.162189, acc: 96.09%, op_acc: 78.12%] [G loss: 1.81244]

1468 [D loss: 0.176656, acc: 94.53%, op_acc: 83.59%] [G loss: 1.65147]

1469 [D loss: 0.166899, acc: 96.88%, op_acc: 84.38%] [G loss: 1.84614]

1470 [D loss: 0.164066, acc: 98.44%, op_acc: 81.25%] [G loss: 1.86772]

Epoch: 1470, F1: 0.00389, F1P: 147

1471 [D loss: 0.172946, acc: 95.31%, op_acc: 77.34%] [G loss: 1.90161]

1472 [D loss: 0.176396, acc: 92.97%, op_acc: 74.22%] [G loss: 1.78985]

1473 [D loss: 0.177556, acc: 90.62%, op_acc: 78.91%] [G loss: 1.82821]

1474 [D loss: 0.165502, acc: 96.88%, op_acc: 80.47%] [G loss: 1.76177]

1475 [D loss: 0.170192, acc: 93.75%, op_acc: 80.47%] [G loss: 1.90747]

1476 [D loss: 0.159689, acc: 96.88%, op_acc: 85.94%] [G loss: 1.91469]

1477 [D loss: 0.164672, acc: 95.31%, op_acc: 80.47%] [G loss: 1.69898]

1478 [D loss: 0.158759, acc: 96.88%, op_acc: 85.94%] [G loss: 1.77828]

1479 [D loss: 0.181030, acc: 91.41%, op_acc: 75.00%] [G loss: 1.80432]

1480 [D loss: 0.171517, acc: 95.31%, op_acc: 82.81%] [G loss: 1.82314]

Epoch: 1480, F1: 0.00355, F1P: 148

1481 [D loss: 0.170967, acc: 94.53%, op_acc: 78.91%] [G loss: 1.84985]

1482 [D loss: 0.156428, acc: 98.44%, op_acc: 79.69%] [G loss: 1.90777]

1483 [D loss: 0.177717, acc: 94.53%, op_acc: 78.12%] [G loss: 1.85524]

1484 [D loss: 0.180288, acc: 92.97%, op_acc: 79.69%] [G loss: 1.81346]

1485 [D loss: 0.179610, acc: 92.97%, op_acc: 75.00%] [G loss: 1.78708]

1486 [D loss: 0.159800, acc: 93.75%, op_acc: 79.69%] [G loss: 1.92668]
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1487 [D loss: 0.178180, acc: 94.53%, op_acc: 78.91%] [G loss: 1.90953]

1488 [D loss: 0.155116, acc: 96.09%, op_acc: 84.38%] [G loss: 1.89374]

1489 [D loss: 0.162037, acc: 95.31%, op_acc: 82.81%] [G loss: 1.93301]

1490 [D loss: 0.185864, acc: 92.19%, op_acc: 78.12%] [G loss: 1.95890]

Epoch: 1490, F1: 0.00345, F1P: 149

1491 [D loss: 0.168121, acc: 95.31%, op_acc: 80.47%] [G loss: 1.82829]

1492 [D loss: 0.165030, acc: 95.31%, op_acc: 78.91%] [G loss: 1.78613]

1493 [D loss: 0.172540, acc: 92.97%, op_acc: 78.12%] [G loss: 1.78444]

1494 [D loss: 0.171868, acc: 95.31%, op_acc: 78.12%] [G loss: 1.81260]

1495 [D loss: 0.167455, acc: 95.31%, op_acc: 85.16%] [G loss: 1.91176]

1496 [D loss: 0.173401, acc: 89.84%, op_acc: 75.00%] [G loss: 1.88658]

1497 [D loss: 0.163587, acc: 94.53%, op_acc: 78.91%] [G loss: 1.87814]

1498 [D loss: 0.173368, acc: 93.75%, op_acc: 80.47%] [G loss: 1.88621]

1499 [D loss: 0.166569, acc: 92.97%, op_acc: 76.56%] [G loss: 1.96082]

1500 [D loss: 0.180662, acc: 92.97%, op_acc: 74.22%] [G loss: 1.70281]

Epoch: 1500, F1: 0.00344, F1P: 150

1501 [D loss: 0.164539, acc: 93.75%, op_acc: 75.00%] [G loss: 1.86363]

1502 [D loss: 0.173898, acc: 92.97%, op_acc: 79.69%] [G loss: 1.92720]

1503 [D loss: 0.173664, acc: 92.19%, op_acc: 75.78%] [G loss: 1.93803]

1504 [D loss: 0.168451, acc: 90.62%, op_acc: 82.81%] [G loss: 1.73960]

1505 [D loss: 0.170535, acc: 91.41%, op_acc: 79.69%] [G loss: 1.91554]

1506 [D loss: 0.166121, acc: 95.31%, op_acc: 77.34%] [G loss: 1.90810]

1507 [D loss: 0.166912, acc: 95.31%, op_acc: 77.34%] [G loss: 1.81269]
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1508 [D loss: 0.161112, acc: 96.09%, op_acc: 77.34%] [G loss: 1.96328]

1509 [D loss: 0.171383, acc: 94.53%, op_acc: 81.25%] [G loss: 1.88790]

1510 [D loss: 0.156444, acc: 96.09%, op_acc: 84.38%] [G loss: 1.74845]

Epoch: 1560, F1: 0.00344, F1P: 156

1561 [D loss: 0.157731, acc: 97.66%, op_acc: 82.03%] [G loss: 1.89535]

1562 [D loss: 0.154194, acc: 96.88%, op_acc: 80.47%] [G loss: 1.93517]

1563 [D loss: 0.156941, acc: 96.09%, op_acc: 80.47%] [G loss: 2.00602]

1564 [D loss: 0.163771, acc: 95.31%, op_acc: 84.38%] [G loss: 1.83766]

1565 [D loss: 0.151972, acc: 93.75%, op_acc: 85.16%] [G loss: 1.86252]

1566 [D loss: 0.147689, acc: 95.31%, op_acc: 81.25%] [G loss: 1.93298]

1567 [D loss: 0.147978, acc: 96.09%, op_acc: 82.03%] [G loss: 1.96786]

1568 [D loss: 0.153729, acc: 95.31%, op_acc: 83.59%] [G loss: 2.13876]

1569 [D loss: 0.149344, acc: 95.31%, op_acc: 82.81%] [G loss: 1.90259]

1570 [D loss: 0.167371, acc: 93.75%, op_acc: 78.12%] [G loss: 1.91169]

Epoch: 1570, F1: 0.00344, F1P: 157

1571 [D loss: 0.156064, acc: 96.09%, op_acc: 84.38%] [G loss: 1.88818]

1572 [D loss: 0.168274, acc: 91.41%, op_acc: 78.12%] [G loss: 1.90014]

1573 [D loss: 0.175530, acc: 90.62%, op_acc: 75.00%] [G loss: 2.02216]

1574 [D loss: 0.168083, acc: 93.75%, op_acc: 71.88%] [G loss: 1.92117]

1575 [D loss: 0.150297, acc: 93.75%, op_acc: 82.81%] [G loss: 1.85307]

1576 [D loss: 0.166922, acc: 93.75%, op_acc: 78.91%] [G loss: 1.84279]

1577 [D loss: 0.174624, acc: 92.97%, op_acc: 75.78%] [G loss: 1.90482]
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1578 [D loss: 0.145170, acc: 96.09%, op_acc: 84.38%] [G loss: 2.04357]

1579 [D loss: 0.159709, acc: 93.75%, op_acc: 85.16%] [G loss: 2.08012]

1580 [D loss: 0.158806, acc: 96.88%, op_acc: 74.22%] [G loss: 1.96605]

Epoch: 1580, F1: 0.00344, F1P: 158

1581 [D loss: 0.173390, acc: 90.62%, op_acc: 79.69%] [G loss: 1.89917]

1582 [D loss: 0.164300, acc: 95.31%, op_acc: 79.69%] [G loss: 1.83705]

1583 [D loss: 0.177176, acc: 95.31%, op_acc: 78.91%] [G loss: 1.93471]

1584 [D loss: 0.144200, acc: 96.88%, op_acc: 83.59%] [G loss: 1.85019]

1585 [D loss: 0.146188, acc: 96.09%, op_acc: 82.03%] [G loss: 1.82029]

1586 [D loss: 0.148118, acc: 93.75%, op_acc: 86.72%] [G loss: 1.96881]

1587 [D loss: 0.153673, acc: 93.75%, op_acc: 85.94%] [G loss: 1.90121]

1588 [D loss: 0.176319, acc: 91.41%, op_acc: 84.38%] [G loss: 1.89177]

1589 [D loss: 0.168176, acc: 93.75%, op_acc: 80.47%] [G loss: 1.86967]

1590 [D loss: 0.164187, acc: 94.53%, op_acc: 82.81%] [G loss: 1.84678]

Epoch: 1590, F1: 0.00344, F1P: 159

1591 [D loss: 0.174558, acc: 92.97%, op_acc: 76.56%] [G loss: 2.00329]

1592 [D loss: 0.154446, acc: 96.09%, op_acc: 76.56%] [G loss: 1.84777]

1593 [D loss: 0.154562, acc: 96.09%, op_acc: 76.56%] [G loss: 1.80127]

1594 [D loss: 0.151781, acc: 96.09%, op_acc: 78.91%] [G loss: 1.88244]

1595 [D loss: 0.165377, acc: 92.19%, op_acc: 75.78%] [G loss: 1.81378]

1596 [D loss: 0.155842, acc: 95.31%, op_acc: 83.59%] [G loss: 1.78676]

1597 [D loss: 0.156240, acc: 95.31%, op_acc: 82.03%] [G loss: 1.84240]

1598 [D loss: 0.157107, acc: 94.53%, op_acc: 85.94%] [G loss: 1.81134]
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1599 [D loss: 0.165182, acc: 92.19%, op_acc: 82.81%] [G loss: 1.96768]

1600 [D loss: 0.163487, acc: 94.53%, op_acc: 80.47%] [G loss: 1.97616]

Epoch: 1600, F1: 0.00344, F1P: 160

1601 [D loss: 0.152643, acc: 97.66%, op_acc: 81.25%] [G loss: 1.87631]

1602 [D loss: 0.162656, acc: 92.97%, op_acc: 81.25%] [G loss: 1.80826]

1603 [D loss: 0.169026, acc: 92.97%, op_acc: 81.25%] [G loss: 1.71642]

1604 [D loss: 0.160160, acc: 96.09%, op_acc: 78.91%] [G loss: 1.67340]

1605 [D loss: 0.170856, acc: 92.19%, op_acc: 83.59%] [G loss: 1.87548]

1606 [D loss: 0.151319, acc: 92.19%, op_acc: 79.69%] [G loss: 1.82956]

1607 [D loss: 0.159719, acc: 93.75%, op_acc: 81.25%] [G loss: 1.89123]

1608 [D loss: 0.157537, acc: 94.53%, op_acc: 83.59%] [G loss: 1.79186]

1609 [D loss: 0.169360, acc: 93.75%, op_acc: 83.59%] [G loss: 1.94105]

1610 [D loss: 0.180813, acc: 90.62%, op_acc: 78.12%] [G loss: 1.83612]

Epoch: 1610, F1: 0.00344, F1P: 161

1611 [D loss: 0.163730, acc: 93.75%, op_acc: 78.12%] [G loss: 1.84449]

1612 [D loss: 0.147582, acc: 98.44%, op_acc: 80.47%] [G loss: 1.79817]

1613 [D loss: 0.157584, acc: 95.31%, op_acc: 77.34%] [G loss: 1.82141]

1614 [D loss: 0.171386, acc: 90.62%, op_acc: 78.91%] [G loss: 1.70167]

1615 [D loss: 0.153559, acc: 93.75%, op_acc: 84.38%] [G loss: 1.83780]

1616 [D loss: 0.163076, acc: 94.53%, op_acc: 82.03%] [G loss: 1.82172]

1617 [D loss: 0.155748, acc: 93.75%, op_acc: 84.38%] [G loss: 1.92239]

1618 [D loss: 0.159975, acc: 98.44%, op_acc: 85.16%] [G loss: 1.81368]

1619 [D loss: 0.159722, acc: 94.53%, op_acc: 78.12%] [G loss: 1.88141]
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1620 [D loss: 0.155535, acc: 96.88%, op_acc: 78.12%] [G loss: 1.78898]

Epoch: 1620, F1: 0.00344, F1P: 162

1621 [D loss: 0.159096, acc: 96.88%, op_acc: 75.78%] [G loss: 1.82439]

1622 [D loss: 0.160363, acc: 92.97%, op_acc: 83.59%] [G loss: 1.92195]

1623 [D loss: 0.158378, acc: 94.53%, op_acc: 78.12%] [G loss: 1.84634]

1624 [D loss: 0.161675, acc: 96.09%, op_acc: 79.69%] [G loss: 1.83655]

1625 [D loss: 0.161311, acc: 95.31%, op_acc: 75.00%] [G loss: 1.84186]

1626 [D loss: 0.141239, acc: 99.22%, op_acc: 85.94%] [G loss: 1.74284]

1627 [D loss: 0.156126, acc: 94.53%, op_acc: 73.44%] [G loss: 1.75222]

1628 [D loss: 0.164859, acc: 92.97%, op_acc: 81.25%] [G loss: 1.79983]

1629 [D loss: 0.162350, acc: 94.53%, op_acc: 83.59%] [G loss: 1.98515]

1630 [D loss: 0.155187, acc: 96.88%, op_acc: 78.12%] [G loss: 1.80439]

Epoch: 1630, F1: 0.00344, F1P: 163

1631 [D loss: 0.153987, acc: 97.66%, op_acc: 83.59%] [G loss: 1.88191]

1632 [D loss: 0.155487, acc: 94.53%, op_acc: 82.81%] [G loss: 1.84010]

1633 [D loss: 0.149879, acc: 97.66%, op_acc: 87.50%] [G loss: 1.96731]

1634 [D loss: 0.168438, acc: 92.97%, op_acc: 80.47%] [G loss: 1.96609]

1635 [D loss: 0.165178, acc: 94.53%, op_acc: 86.72%] [G loss: 1.83535]

1636 [D loss: 0.142970, acc: 97.66%, op_acc: 87.50%] [G loss: 1.87086]

1637 [D loss: 0.159806, acc: 95.31%, op_acc: 81.25%] [G loss: 1.87304]

1638 [D loss: 0.145092, acc: 97.66%, op_acc: 87.50%] [G loss: 1.82709]

1639 [D loss: 0.168475, acc: 91.41%, op_acc: 82.81%] [G loss: 1.95057]

1640 [D loss: 0.151222, acc: 97.66%, op_acc: 86.72%] [G loss: 1.80589]
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Epoch: 1740, F1: 0.00343, F1P: 174

1741 [D loss: 0.154475, acc: 97.66%, op_acc: 78.91%] [G loss: 1.96785]

1742 [D loss: 0.154149, acc: 95.31%, op_acc: 80.47%] [G loss: 1.87745]

1743 [D loss: 0.147587, acc: 97.66%, op_acc: 78.12%] [G loss: 1.98141]

1744 [D loss: 0.152840, acc: 93.75%, op_acc: 83.59%] [G loss: 1.92821]

1745 [D loss: 0.143535, acc: 96.09%, op_acc: 85.94%] [G loss: 1.97154]

1746 [D loss: 0.155914, acc: 96.09%, op_acc: 82.81%] [G loss: 1.98118]

1747 [D loss: 0.160205, acc: 95.31%, op_acc: 80.47%] [G loss: 1.97231]

1748 [D loss: 0.145621, acc: 96.88%, op_acc: 82.03%] [G loss: 2.10041]

1749 [D loss: 0.157072, acc: 92.97%, op_acc: 81.25%] [G loss: 1.96233]

1750 [D loss: 0.161519, acc: 93.75%, op_acc: 79.69%] [G loss: 1.71465]

Epoch: 1750, F1: 0.00343, F1P: 175

1751 [D loss: 0.159743, acc: 93.75%, op_acc: 81.25%] [G loss: 1.95155]

1752 [D loss: 0.144326, acc: 94.53%, op_acc: 79.69%] [G loss: 1.86542]

1753 [D loss: 0.143734, acc: 95.31%, op_acc: 83.59%] [G loss: 1.93485]

1754 [D loss: 0.149351, acc: 97.66%, op_acc: 78.91%] [G loss: 1.90747]

1755 [D loss: 0.162883, acc: 94.53%, op_acc: 77.34%] [G loss: 1.91282]

1756 [D loss: 0.148359, acc: 96.88%, op_acc: 82.03%] [G loss: 1.96372]

1757 [D loss: 0.142789, acc: 96.88%, op_acc: 78.12%] [G loss: 2.08282]

1758 [D loss: 0.154301, acc: 96.88%, op_acc: 81.25%] [G loss: 1.86688]

1759 [D loss: 0.163814, acc: 94.53%, op_acc: 79.69%] [G loss: 1.82372]

1760 [D loss: 0.148359, acc: 95.31%, op_acc: 80.47%] [G loss: 1.82549]

Epoch: 1760, F1: 0.00343, F1P: 176
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1761 [D loss: 0.131961, acc: 96.09%, op_acc: 84.38%] [G loss: 1.87079]

1762 [D loss: 0.171367, acc: 94.53%, op_acc: 82.81%] [G loss: 1.89790]

1763 [D loss: 0.136983, acc: 97.66%, op_acc: 81.25%] [G loss: 2.06633]

1764 [D loss: 0.152809, acc: 94.53%, op_acc: 85.16%] [G loss: 1.86168]

1765 [D loss: 0.150878, acc: 95.31%, op_acc: 79.69%] [G loss: 1.96278]

1766 [D loss: 0.148867, acc: 97.66%, op_acc: 78.91%] [G loss: 1.98701]

1767 [D loss: 0.151295, acc: 94.53%, op_acc: 81.25%] [G loss: 1.97921]

1768 [D loss: 0.147082, acc: 95.31%, op_acc: 83.59%] [G loss: 1.86201]

1769 [D loss: 0.130610, acc: 99.22%, op_acc: 85.16%] [G loss: 1.93381]

1770 [D loss: 0.150724, acc: 95.31%, op_acc: 77.34%] [G loss: 1.91141]

Epoch: 1770, F1: 0.00343, F1P: 177

1771 [D loss: 0.137075, acc: 95.31%, op_acc: 75.78%] [G loss: 1.90790]

1772 [D loss: 0.142241, acc: 97.66%, op_acc: 85.16%] [G loss: 1.88844]

1773 [D loss: 0.143163, acc: 93.75%, op_acc: 73.44%] [G loss: 1.85900]

1774 [D loss: 0.159322, acc: 91.41%, op_acc: 77.34%] [G loss: 1.76377]

1775 [D loss: 0.151012, acc: 94.53%, op_acc: 77.34%] [G loss: 1.87183]

1776 [D loss: 0.147480, acc: 96.88%, op_acc: 80.47%] [G loss: 1.76481]

1777 [D loss: 0.156575, acc: 94.53%, op_acc: 82.03%] [G loss: 1.94279]

1778 [D loss: 0.151194, acc: 96.88%, op_acc: 82.03%] [G loss: 1.92221]

1779 [D loss: 0.165664, acc: 93.75%, op_acc: 77.34%] [G loss: 1.93433]

1780 [D loss: 0.148884, acc: 95.31%, op_acc: 88.28%] [G loss: 1.94392]

Epoch: 1780, F1: 0.00343, F1P: 178

1781 [D loss: 0.139008, acc: 96.88%, op_acc: 85.94%] [G loss: 1.91520]
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1782 [D loss: 0.150409, acc: 95.31%, op_acc: 82.03%] [G loss: 2.01243]

1783 [D loss: 0.152496, acc: 95.31%, op_acc: 80.47%] [G loss: 1.85726]

1784 [D loss: 0.153889, acc: 96.88%, op_acc: 79.69%] [G loss: 2.01104]

1785 [D loss: 0.150912, acc: 96.88%, op_acc: 82.03%] [G loss: 1.81766]

1786 [D loss: 0.143928, acc: 96.09%, op_acc: 80.47%] [G loss: 1.90497]

1787 [D loss: 0.144351, acc: 97.66%, op_acc: 85.16%] [G loss: 1.86505]

1788 [D loss: 0.149287, acc: 96.88%, op_acc: 79.69%] [G loss: 1.84019]

1789 [D loss: 0.149999, acc: 93.75%, op_acc: 82.03%] [G loss: 1.79892]

1790 [D loss: 0.152807, acc: 95.31%, op_acc: 78.12%] [G loss: 1.96392]

Epoch: 1790, F1: 0.00343, F1P: 179

1791 [D loss: 0.141368, acc: 95.31%, op_acc: 80.47%] [G loss: 1.86151]

1792 [D loss: 0.156482, acc: 93.75%, op_acc: 84.38%] [G loss: 1.80256]

1793 [D loss: 0.148221, acc: 94.53%, op_acc: 80.47%] [G loss: 1.84009]

1794 [D loss: 0.144662, acc: 96.88%, op_acc: 81.25%] [G loss: 1.89385]

1795 [D loss: 0.153349, acc: 92.97%, op_acc: 83.59%] [G loss: 1.85148]

1796 [D loss: 0.136259, acc: 96.88%, op_acc: 85.94%] [G loss: 1.96251]

1797 [D loss: 0.150582, acc: 96.09%, op_acc: 80.47%] [G loss: 1.92901]

1798 [D loss: 0.134088, acc: 97.66%, op_acc: 84.38%] [G loss: 1.78434]

1799 [D loss: 0.138903, acc: 96.88%, op_acc: 88.28%] [G loss: 1.82240]

1800 [D loss: 0.152005, acc: 93.75%, op_acc: 85.94%] [G loss: 1.86244]

Epoch: 1800, F1: 0.00343, F1P: 180

1801 [D loss: 0.167936, acc: 94.53%, op_acc: 81.25%] [G loss: 1.84559]

1802 [D loss: 0.147669, acc: 93.75%, op_acc: 84.38%] [G loss: 1.82136]
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1803 [D loss: 0.153538, acc: 94.53%, op_acc: 85.94%] [G loss: 1.88280]

1804 [D loss: 0.154170, acc: 95.31%, op_acc: 81.25%] [G loss: 1.86025]

1805 [D loss: 0.140078, acc: 96.88%, op_acc: 85.94%] [G loss: 1.89375]

1806 [D loss: 0.141504, acc: 98.44%, op_acc: 85.94%] [G loss: 1.88387]

1807 [D loss: 0.140137, acc: 98.44%, op_acc: 83.59%] [G loss: 1.88242]

1808 [D loss: 0.147443, acc: 95.31%, op_acc: 82.81%] [G loss: 1.73609]

1809 [D loss: 0.143021, acc: 98.44%, op_acc: 82.81%] [G loss: 1.91885]

1810 [D loss: 0.142112, acc: 96.09%, op_acc: 88.28%] [G loss: 1.76840]

Epoch: 1810, F1: 0.00343, F1P: 181

1811 [D loss: 0.146266, acc: 96.88%, op_acc: 82.03%] [G loss: 1.76724]

1812 [D loss: 0.159523, acc: 96.09%, op_acc: 82.03%] [G loss: 1.93083]

1813 [D loss: 0.163560, acc: 92.19%, op_acc: 82.03%] [G loss: 1.84986]

1814 [D loss: 0.142483, acc: 96.09%, op_acc: 80.47%] [G loss: 1.88969]

1815 [D loss: 0.159271, acc: 96.09%, op_acc: 83.59%] [G loss: 1.95410]

1816 [D loss: 0.152164, acc: 94.53%, op_acc: 83.59%] [G loss: 1.79522]

1817 [D loss: 0.155782, acc: 95.31%, op_acc: 82.81%] [G loss: 1.87646]

1818 [D loss: 0.172924, acc: 93.75%, op_acc: 79.69%] [G loss: 1.73641]

1819 [D loss: 0.134324, acc: 98.44%, op_acc: 80.47%] [G loss: 1.81374]

1820 [D loss: 0.143636, acc: 96.09%, op_acc: 82.81%] [G loss: 2.00917]

Epoch: 1820, F1: 0.00343, F1P: 182

1821 [D loss: 0.143105, acc: 96.09%, op_acc: 82.03%] [G loss: 1.87383]

1822 [D loss: 0.137320, acc: 96.88%, op_acc: 87.50%] [G loss: 1.77935]

1823 [D loss: 0.153069, acc: 97.66%, op_acc: 83.59%] [G loss: 1.75470]
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1824 [D loss: 0.151286, acc: 96.88%, op_acc: 82.81%] [G loss: 1.75618]

1825 [D loss: 0.166059, acc: 94.53%, op_acc: 81.25%] [G loss: 1.78856]

1826 [D loss: 0.141833, acc: 100.00%, op_acc: 84.38%] [G loss: 1.7646]

1827 [D loss: 0.154641, acc: 93.75%, op_acc: 80.47%] [G loss: 1.84587]

1828 [D loss: 0.142874, acc: 96.88%, op_acc: 78.91%] [G loss: 1.86209]

1829 [D loss: 0.156757, acc: 99.22%, op_acc: 87.50%] [G loss: 1.92325]

1830 [D loss: 0.138406, acc: 96.09%, op_acc: 84.38%] [G loss: 1.91270]

Epoch: 1830, F1: 0.00343, F1P: 183

1831 [D loss: 0.139494, acc: 99.22%, op_acc: 87.50%] [G loss: 1.87369]

1832 [D loss: 0.149211, acc: 95.31%, op_acc: 84.38%] [G loss: 1.86451]

1833 [D loss: 0.134011, acc: 99.22%, op_acc: 85.94%] [G loss: 1.85931]

1834 [D loss: 0.171899, acc: 93.75%, op_acc: 79.69%] [G loss: 1.89168]

1835 [D loss: 0.145032, acc: 94.53%, op_acc: 87.50%] [G loss: 1.83947]

1836 [D loss: 0.152750, acc: 96.09%, op_acc: 82.81%] [G loss: 1.88918]

1837 [D loss: 0.140712, acc: 97.66%, op_acc: 85.16%] [G loss: 1.91317]

1838 [D loss: 0.153289, acc: 94.53%, op_acc: 86.72%] [G loss: 1.95237]

1839 [D loss: 0.153141, acc: 93.75%, op_acc: 84.38%] [G loss: 1.73842]

1840 [D loss: 0.146593, acc: 92.97%, op_acc: 82.03%] [G loss: 1.76681]

Epoch: 1840, F1: 0.00343, F1P: 184

1841 [D loss: 0.143761, acc: 96.88%, op_acc: 85.16%] [G loss: 1.73745]

1842 [D loss: 0.147026, acc: 95.31%, op_acc: 82.81%] [G loss: 1.85901]

1843 [D loss: 0.152375, acc: 94.53%, op_acc: 89.84%] [G loss: 1.79659]

1844 [D loss: 0.142524, acc: 97.66%, op_acc: 89.06%] [G loss: 1.79743]
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1845 [D loss: 0.144292, acc: 95.31%, op_acc: 84.38%] [G loss: 1.84190]

1846 [D loss: 0.163399, acc: 94.53%, op_acc: 85.94%] [G loss: 1.89060]

1847 [D loss: 0.135037, acc: 96.09%, op_acc: 85.94%] [G loss: 1.90327]

1848 [D loss: 0.143837, acc: 96.88%, op_acc: 89.06%] [G loss: 1.81604]

1849 [D loss: 0.143738, acc: 94.53%, op_acc: 85.94%] [G loss: 1.80951]

1850 [D loss: 0.164835, acc: 96.09%, op_acc: 85.16%] [G loss: 1.74795]

Epoch: 1850, F1: 0.00343, F1P: 185

1851 [D loss: 0.138583, acc: 97.66%, op_acc: 87.50%] [G loss: 1.82356]

1852 [D loss: 0.134778, acc: 96.09%, op_acc: 84.38%] [G loss: 1.86004]

1853 [D loss: 0.144856, acc: 98.44%, op_acc: 85.16%] [G loss: 1.78185]

1854 [D loss: 0.139079, acc: 97.66%, op_acc: 82.03%] [G loss: 1.75876]

1855 [D loss: 0.149335, acc: 95.31%, op_acc: 84.38%] [G loss: 1.78622]

1856 [D loss: 0.144453, acc: 96.09%, op_acc: 87.50%] [G loss: 1.76345]

1857 [D loss: 0.151344, acc: 96.09%, op_acc: 85.94%] [G loss: 1.81195]

1858 [D loss: 0.155419, acc: 95.31%, op_acc: 85.94%] [G loss: 1.83144]

1859 [D loss: 0.139666, acc: 96.88%, op_acc: 84.38%] [G loss: 1.83309]

1860 [D loss: 0.145865, acc: 95.31%, op_acc: 82.81%] [G loss: 1.84419]

Epoch: 1860, F1: 0.00343, F1P: 186

1861 [D loss: 0.138119, acc: 97.66%, op_acc: 86.72%] [G loss: 1.80992]

1862 [D loss: 0.136631, acc: 99.22%, op_acc: 82.81%] [G loss: 1.77909]

1863 [D loss: 0.145068, acc: 95.31%, op_acc: 88.28%] [G loss: 1.78365]

1864 [D loss: 0.145096, acc: 96.09%, op_acc: 84.38%] [G loss: 1.78777]

1865 [D loss: 0.137741, acc: 96.88%, op_acc: 85.16%] [G loss: 1.82399]
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1866 [D loss: 0.155185, acc: 97.66%, op_acc: 82.81%] [G loss: 1.67872]

1867 [D loss: 0.143731, acc: 96.09%, op_acc: 86.72%] [G loss: 1.79878]

1868 [D loss: 0.134701, acc: 97.66%, op_acc: 87.50%] [G loss: 1.80710]

1869 [D loss: 0.158305, acc: 96.09%, op_acc: 78.12%] [G loss: 1.70882]

1870 [D loss: 0.138644, acc: 98.44%, op_acc: 85.94%] [G loss: 1.74428]

Epoch: 1870, F1: 0.00343, F1P: 187

1871 [D loss: 0.151737, acc: 93.75%, op_acc: 85.16%] [G loss: 1.73256]

1872 [D loss: 0.151489, acc: 96.09%, op_acc: 89.06%] [G loss: 1.75872]

1873 [D loss: 0.149616, acc: 98.44%, op_acc: 77.34%] [G loss: 1.84093]

1874 [D loss: 0.147635, acc: 94.53%, op_acc: 82.81%] [G loss: 1.79130]

1875 [D loss: 0.155119, acc: 96.09%, op_acc: 80.47%] [G loss: 1.80213]

1876 [D loss: 0.157120, acc: 94.53%, op_acc: 78.12%] [G loss: 1.72935]

1877 [D loss: 0.135565, acc: 93.75%, op_acc: 85.16%] [G loss: 1.78149]

1878 [D loss: 0.153444, acc: 94.53%, op_acc: 77.34%] [G loss: 1.77459]

1879 [D loss: 0.153680, acc: 94.53%, op_acc: 81.25%] [G loss: 1.76040]

1880 [D loss: 0.148749, acc: 93.75%, op_acc: 79.69%] [G loss: 1.76374]

Epoch: 1880, F1: 0.00343, F1P: 188

1881 [D loss: 0.154034, acc: 96.09%, op_acc: 82.81%] [G loss: 1.83931]

1882 [D loss: 0.138662, acc: 97.66%, op_acc: 85.16%] [G loss: 1.84075]

1883 [D loss: 0.129276, acc: 95.31%, op_acc: 85.16%] [G loss: 1.71309]

1884 [D loss: 0.134065, acc: 94.53%, op_acc: 85.94%] [G loss: 1.81065]

1885 [D loss: 0.161525, acc: 91.41%, op_acc: 81.25%] [G loss: 1.77185]

1886 [D loss: 0.137180, acc: 97.66%, op_acc: 86.72%] [G loss: 1.73514]
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1887 [D loss: 0.148180, acc: 96.09%, op_acc: 86.72%] [G loss: 1.81839]

1888 [D loss: 0.149208, acc: 96.09%, op_acc: 85.16%] [G loss: 1.88843]

1889 [D loss: 0.153417, acc: 94.53%, op_acc: 80.47%] [G loss: 1.76025]

1890 [D loss: 0.160509, acc: 91.41%, op_acc: 85.16%] [G loss: 1.81539]

Epoch: 1890, F1: 0.00343, F1P: 189

1891 [D loss: 0.143557, acc: 96.09%, op_acc: 81.25%] [G loss: 1.59775]

1892 [D loss: 0.155712, acc: 96.88%, op_acc: 82.03%] [G loss: 1.75858]

1893 [D loss: 0.143301, acc: 96.88%, op_acc: 80.47%] [G loss: 1.84369]

1894 [D loss: 0.157950, acc: 94.53%, op_acc: 87.50%] [G loss: 1.76797]

1895 [D loss: 0.165020, acc: 94.53%, op_acc: 86.72%] [G loss: 1.82434]

1896 [D loss: 0.151724, acc: 95.31%, op_acc: 85.94%] [G loss: 1.85563]

1897 [D loss: 0.150456, acc: 95.31%, op_acc: 78.12%] [G loss: 1.77389]

1898 [D loss: 0.163240, acc: 96.88%, op_acc: 82.03%] [G loss: 1.85052]

1899 [D loss: 0.140144, acc: 99.22%, op_acc: 86.72%] [G loss: 1.83865]

1900 [D loss: 0.162312, acc: 93.75%, op_acc: 80.47%] [G loss: 1.80621]

Epoch: 1900, F1: 0.00343, F1P: 190

1901 [D loss: 0.148964, acc: 96.09%, op_acc: 86.72%] [G loss: 1.78993]

1902 [D loss: 0.150093, acc: 96.88%, op_acc: 87.50%] [G loss: 1.82901]

1903 [D loss: 0.156806, acc: 94.53%, op_acc: 75.78%] [G loss: 1.83772]

1904 [D loss: 0.128813, acc: 99.22%, op_acc: 85.94%] [G loss: 1.78730]

1905 [D loss: 0.152765, acc: 96.09%, op_acc: 88.28%] [G loss: 1.71357]

1906 [D loss: 0.141740, acc: 96.09%, op_acc: 88.28%] [G loss: 1.68554]

1907 [D loss: 0.142516, acc: 95.31%, op_acc: 85.16%] [G loss: 1.83414]
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1908 [D loss: 0.153863, acc: 95.31%, op_acc: 85.16%] [G loss: 1.84225]

1909 [D loss: 0.140946, acc: 97.66%, op_acc: 86.72%] [G loss: 1.88298]

1910 [D loss: 0.140357, acc: 98.44%, op_acc: 83.59%] [G loss: 1.83259]

Epoch: 1910, F1: 0.00343, F1P: 191

1911 [D loss: 0.132278, acc: 97.66%, op_acc: 88.28%] [G loss: 1.71676]

1912 [D loss: 0.149545, acc: 94.53%, op_acc: 78.91%] [G loss: 1.82037]

1913 [D loss: 0.143778, acc: 96.88%, op_acc: 84.38%] [G loss: 1.73960]

1914 [D loss: 0.151317, acc: 92.19%, op_acc: 86.72%] [G loss: 1.86248]

1915 [D loss: 0.146400, acc: 96.88%, op_acc: 86.72%] [G loss: 1.75861]

1916 [D loss: 0.141693, acc: 96.09%, op_acc: 89.84%] [G loss: 1.74859]

1917 [D loss: 0.141042, acc: 97.66%, op_acc: 90.62%] [G loss: 1.84075]

1918 [D loss: 0.134913, acc: 96.09%, op_acc: 89.06%] [G loss: 1.91206]

1919 [D loss: 0.142586, acc: 92.97%, op_acc: 84.38%] [G loss: 1.82768]

1920 [D loss: 0.162569, acc: 93.75%, op_acc: 83.59%] [G loss: 1.82230]

Epoch: 1920, F1: 0.00343, F1P: 192

1921 [D loss: 0.136451, acc: 96.88%, op_acc: 85.94%] [G loss: 1.92376]

1922 [D loss: 0.158142, acc: 92.97%, op_acc: 82.03%] [G loss: 1.76281]

1923 [D loss: 0.145317, acc: 96.88%, op_acc: 82.81%] [G loss: 1.81496]

1924 [D loss: 0.147327, acc: 96.88%, op_acc: 86.72%] [G loss: 1.74482]

1925 [D loss: 0.138076, acc: 96.09%, op_acc: 83.59%] [G loss: 1.73226]

1926 [D loss: 0.139200, acc: 95.31%, op_acc: 91.41%] [G loss: 1.84974]

1927 [D loss: 0.149465, acc: 96.09%, op_acc: 90.62%] [G loss: 1.80055]

1928 [D loss: 0.147817, acc: 95.31%, op_acc: 89.06%] [G loss: 1.66045]
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1929 [D loss: 0.157365, acc: 96.09%, op_acc: 79.69%] [G loss: 1.74211]

1930 [D loss: 0.161845, acc: 93.75%, op_acc: 84.38%] [G loss: 1.75102]

Epoch: 1930, F1: 0.00343, F1P: 193

1931 [D loss: 0.151665, acc: 98.44%, op_acc: 85.94%] [G loss: 1.72788]

1932 [D loss: 0.152304, acc: 95.31%, op_acc: 90.62%] [G loss: 1.72379]

1933 [D loss: 0.134811, acc: 96.88%, op_acc: 86.72%] [G loss: 1.71921]

1934 [D loss: 0.148880, acc: 94.53%, op_acc: 83.59%] [G loss: 1.88365]

1935 [D loss: 0.146779, acc: 96.88%, op_acc: 85.16%] [G loss: 1.74007]

1936 [D loss: 0.138611, acc: 96.88%, op_acc: 85.16%] [G loss: 1.92277]

1937 [D loss: 0.126016, acc: 99.22%, op_acc: 84.38%] [G loss: 1.84268]

1938 [D loss: 0.146728, acc: 98.44%, op_acc: 87.50%] [G loss: 1.80385]

1939 [D loss: 0.146565, acc: 96.88%, op_acc: 87.50%] [G loss: 1.93838]

1940 [D loss: 0.141233, acc: 96.88%, op_acc: 91.41%] [G loss: 1.86102]

Epoch: 1940, F1: 0.00343, F1P: 194

1941 [D loss: 0.134471, acc: 97.66%, op_acc: 84.38%] [G loss: 1.80227]

1942 [D loss: 0.133894, acc: 96.09%, op_acc: 86.72%] [G loss: 1.97530]

1943 [D loss: 0.128753, acc: 97.66%, op_acc: 85.16%] [G loss: 1.90283]

1944 [D loss: 0.147828, acc: 95.31%, op_acc: 86.72%] [G loss: 1.97921]

1945 [D loss: 0.127294, acc: 98.44%, op_acc: 89.84%] [G loss: 1.80221]

1946 [D loss: 0.136034, acc: 97.66%, op_acc: 89.84%] [G loss: 1.84799]

1947 [D loss: 0.143605, acc: 95.31%, op_acc: 89.84%] [G loss: 1.72765]

1948 [D loss: 0.135528, acc: 98.44%, op_acc: 84.38%] [G loss: 1.84209]

1949 [D loss: 0.130571, acc: 99.22%, op_acc: 89.06%] [G loss: 1.84516]
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1950 [D loss: 0.137534, acc: 97.66%, op_acc: 86.72%] [G loss: 1.74623]

Epoch: 1950, F1: 0.00343, F1P: 195

1951 [D loss: 0.145173, acc: 98.44%, op_acc: 92.19%] [G loss: 1.83297]

1952 [D loss: 0.148643, acc: 95.31%, op_acc: 87.50%] [G loss: 1.88329]

1953 [D loss: 0.154572, acc: 96.09%, op_acc: 79.69%] [G loss: 1.94156]

1954 [D loss: 0.138082, acc: 97.66%, op_acc: 85.16%] [G loss: 1.90790]

1955 [D loss: 0.158501, acc: 92.97%, op_acc: 84.38%] [G loss: 1.76748]

1956 [D loss: 0.155329, acc: 95.31%, op_acc: 79.69%] [G loss: 1.83141]

1957 [D loss: 0.135647, acc: 96.88%, op_acc: 87.50%] [G loss: 1.93532]

1958 [D loss: 0.138893, acc: 98.44%, op_acc: 85.94%] [G loss: 1.83229]

1959 [D loss: 0.152990, acc: 92.19%, op_acc: 82.03%] [G loss: 1.77008]

1960 [D loss: 0.143183, acc: 96.09%, op_acc: 82.81%] [G loss: 1.85839]

Epoch: 1960, F1: 0.00343, F1P: 196

1961 [D loss: 0.135273, acc: 98.44%, op_acc: 89.84%] [G loss: 1.94964]

1962 [D loss: 0.138737, acc: 95.31%, op_acc: 82.81%] [G loss: 1.89276]

1963 [D loss: 0.117096, acc: 97.66%, op_acc: 91.41%] [G loss: 1.75525]

1964 [D loss: 0.139287, acc: 94.53%, op_acc: 86.72%] [G loss: 1.95286]

1965 [D loss: 0.153039, acc: 95.31%, op_acc: 89.84%] [G loss: 1.90582]

1966 [D loss: 0.126472, acc: 96.09%, op_acc: 89.06%] [G loss: 1.88851]

1967 [D loss: 0.132524, acc: 98.44%, op_acc: 86.72%] [G loss: 1.98459]

1968 [D loss: 0.120161, acc: 99.22%, op_acc: 91.41%] [G loss: 1.88490]

1969 [D loss: 0.120180, acc: 99.22%, op_acc: 92.97%] [G loss: 1.88248]

1970 [D loss: 0.144923, acc: 96.09%, op_acc: 87.50%] [G loss: 1.81320]
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Epoch: 1970, F1: 0.00343, F1P: 197

1971 [D loss: 0.146025, acc: 96.09%, op_acc: 85.94%] [G loss: 1.87320]

1972 [D loss: 0.142844, acc: 96.88%, op_acc: 87.50%] [G loss: 1.89259]

1973 [D loss: 0.138237, acc: 96.88%, op_acc: 86.72%] [G loss: 1.91527]

1974 [D loss: 0.130662, acc: 96.88%, op_acc: 87.50%] [G loss: 1.91265]

1975 [D loss: 0.111030, acc: 99.22%, op_acc: 92.97%] [G loss: 1.87640]

1976 [D loss: 0.135589, acc: 99.22%, op_acc: 88.28%] [G loss: 1.92350]

1977 [D loss: 0.138296, acc: 96.09%, op_acc: 86.72%] [G loss: 1.84192]

1978 [D loss: 0.137814, acc: 96.09%, op_acc: 85.94%] [G loss: 1.88070]

1979 [D loss: 0.140351, acc: 95.31%, op_acc: 88.28%] [G loss: 1.78903]

1980 [D loss: 0.136159, acc: 97.66%, op_acc: 94.53%] [G loss: 1.83764]

Epoch: 1980, F1: 0.00343, F1P: 198

1981 [D loss: 0.143662, acc: 95.31%, op_acc: 87.50%] [G loss: 1.78125]

1982 [D loss: 0.136870, acc: 95.31%, op_acc: 86.72%] [G loss: 1.85106]

1983 [D loss: 0.114536, acc: 97.66%, op_acc: 89.84%] [G loss: 1.87929]

1984 [D loss: 0.149272, acc: 96.88%, op_acc: 89.06%] [G loss: 1.93498]

1985 [D loss: 0.140752, acc: 96.88%, op_acc: 82.81%] [G loss: 1.82396]

1986 [D loss: 0.133076, acc: 97.66%, op_acc: 90.62%] [G loss: 1.98347]

1987 [D loss: 0.121763, acc: 98.44%, op_acc: 88.28%] [G loss: 1.80779]

1988 [D loss: 0.138363, acc: 97.66%, op_acc: 82.81%] [G loss: 1.90205]

1989 [D loss: 0.139557, acc: 98.44%, op_acc: 82.03%] [G loss: 1.90156]

1990 [D loss: 0.129898, acc: 97.66%, op_acc: 89.06%] [G loss: 1.89199]

Epoch: 1990, F1: 0.00343, F1P: 199
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1991 [D loss: 0.131333, acc: 96.88%, op_acc: 92.19%] [G loss: 1.86628]

1992 [D loss: 0.150975, acc: 95.31%, op_acc: 82.03%] [G loss: 1.87086]

1993 [D loss: 0.132550, acc: 96.88%, op_acc: 84.38%] [G loss: 1.91079]

1994 [D loss: 0.110268, acc: 97.66%, op_acc: 91.41%] [G loss: 1.95126]

1995 [D loss: 0.123761, acc: 98.44%, op_acc: 89.84%] [G loss: 1.95101]

1996 [D loss: 0.142888, acc: 97.66%, op_acc: 85.94%] [G loss: 1.98492]

1997 [D loss: 0.119540, acc: 97.66%, op_acc: 87.50%] [G loss: 1.92760]

1998 [D loss: 0.134068, acc: 97.66%, op_acc: 85.94%] [G loss: 1.87274]

1999 [D loss: 0.148692, acc: 96.88%, op_acc: 81.25%] [G loss: 1.86436]

2000 [D loss: 0.122028, acc: 98.44%, op_acc: 86.72%] [G loss: 1.87643]
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